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FROM  
THE EDITOR Laura Helmuth  is editor in chief of  Scientific American.   

Follow her on Twitter @laurahelmuth 

How Science 
Works 
The heroes  of the  COVID-19 pandemic are legion: nurses, doctors 
and others who care for the sick; epidemiologists and public health 
experts who track the disease and offer clear lifesaving guidance; 
and everyone who masks up and avoids crowds and protects their 
own health and the health of their communities. And around the 
world many scientists are working practically nonstop to under-
stand the virus, how it spreads and what it does to the body. 

We learned more about the immune system in 2020 than in 
any year in history. Akiko Iwasaki heads one of the labs leading 
the global effort to save people from  COVID-19. Starting on 
page  34, she and grad student Patrick Wong explain how the 
immune system reacts to the new virus and how that knowledge 
might lead to new treatments. They describe how their team took 
on the urgent challenge and how the process of science changed 
in 2020 (  page 40 ). 

Understanding the process of science can protect people 
against misinformation—or at least we hope so. One of the out-
rageous myths about the pandemic is that the death toll is exag-
gerated. It’s not. More than a quarter of a million people in the 
U.S. have died of COVID-19 as of November. Beginning on page 42, 
journalist Christie Aschwanden details how we know the disease 
has become the third leading cause of death in the U.S. 

One of the most intriguing stages in the process of science is 
noticing when something is . . .  weird. Astronomers using new tools 
to see parts of space that had been shrouded by dust have observed 
that galaxy clusters formed much faster than anyone expected and 
that they seem to be too big for our universe. Grad student Arian-
na S. Long recounts the excitement of rethinking the time line of 

the early universe and how any unusual discovery is first assumed 
to be a software bug before it is accepted. Turn to page 26.

We’re in a great age of dinosaur discoveries. Starting on page 
46, fossil experts Matthew A. Brown and Adam D. Marsh show 
how much has been learned about  Dilophosaurus,  our cover Dino 
Star, since it appeared in the film  Jurassic Park  in 1993. They point 
out that paleontology is more tedious and less glamorous than 
how it’s depicted in movies, but understanding the bodies and 
habitats and behaviors of a 183-million-year-old dinosaur is the 
next best thing to bringing it back to life. 

Some data are harder to gather than others. To understand 
the water cycle that sustains billions of people, mountain hydrol-
ogist Walter Immerzeel and his colleagues camp at 5,300 meters 
elevation (about 17,400 feet) and go higher to set up monitoring 
stations that have been twisted by winds and knocked over by 
avalanches. As he reports on page 54, climate change is disrupt-
ing ice melt, monsoons and river flows, and the consequences 
could be catastrophic. 

Evolutionarily, we are all well-functioning cellular civili-
zations, according to psychologist and evolutionary biologist 
Athena Aktipis (  page 62 ). Multicellularity has a lot of advantag-
es, and it has led to exquisite cooperation. But when some cells 
cheat, they can threaten the entire organism. Thinking of cancer 
cells as cheaters has led to new approaches to treatment. 

When things get tumultuous on our planet, it’s a nice escape 
to look at another one. The Mars Reconnaissance Orbiter has 
been photographing the Red Planet for 15 years now, and on page 
68 senior editor Clara Moskowitz shares some of the most gor-
geous views. They reveal that Mars has dust devils, landslides 
and asteroid impacts just like Earth does. 

All of us at  Scientific American  wish you a Happy New Year. 
We hope your 2021 is healthy and full of pleasant discoveries. And 
may science keep showing us more ways to save lives. 
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LETTERS 
editors@sciam.com

NATURAL HISTORY REPEATS 
“The Worst Times on Earth,” by Peter 
Brannen, describes past mass extinctions 
and what they could mean for our future. 
Brannen has written one of the most beau
tiful and poignant pieces I’ve ever read 
here, all the more so because a great sad
ness has overtaken me as I parse the odds 
of life on this planet making it through. 
Let’s keep our fingers crossed. 

Susan Williams  Lakewood, Colo. 

SCIENCE VS. ANTISCIENCE 
In their article, “Reckoning with Our Mis
takes,” Jen Schwartz and Dan Schlenoff 
state, “Americans who are willing to sac
rifice the lives of people who are disabled, 
poor, elderly or from historically op 
pressed groups so that the U.S. economy 
can ‘go back to normal’ sound like mod
ernday eugenicists.” 

I am supervisor of a day program for 
adults with intellectual and physical dis
abilities. After we were required to close our 
program in late March, I received continu
ous calls pleading for information about 
when we would reopen. These calls came 
from the individuals we serve, as well as 
their families. Our clients missed their 
friends and our structured program of voca
tional and socialskills classes, the volun
teer jobs we facilitate for them around the 
community daily, our healthy lifestyle activ
ities, and more. 

Parents’ constant concern was that our 

clients were losing the abilities we had 
helped them develop to integrate into the 
larger community, to pursue lives of mean
ing and purpose. 

Of course, we created a daily schedule 
of Zoom classes, but not every client is 
able to participate or benefit from those. 
And without our structure, some of our 
clients engaged in behaviors at home that 
endangered them and sometimes their 
family members. 

I beg the authors and your readers not 
to write off those whose opinions are dif
ferent from yours as oppressors or worse. 
Schwartz and Schlenoff ask “how else  
to explain” some people’s advocacy for 
“going back to normal.” But there are other 
ways to explain it. Rather than assuming 
those advocates believe “some of us are 
inherently more worthy of life than oth
ers,” put yourselves in the shoes of our  
clients and their families. They want the 
best for their loved ones, and that may 
mean masks and social distancing rather 
than lockdowns. 

Renee Kameah   
Rockland County, New York State 

It is laudable that  Scientific American  ac 
knowledges, and endeavors not to re  peat, 
its role in disseminating and legitimizing 
scientific racism, sexism and imperialism. 
Human fallibility aside, Schlenoff and 
Schwartz mention several sources of sci
entific error, but they do not mention the 
potential for systematic error de  riving 
from scientific methodology itself. 

Because we can only gauge the likely 
truth of new hypotheses by drawing on 
existing beliefs, insofar as histories of rac
ism, sexism and imperialism shape our 
current corpus of scientific belief, these 

legacies will continue to distort scientific 
inquiry. Science is a social enterprise, and 
it is shaped not only by theories and data 
but also by personal experience, common 
sense and the social uses to which it is put. 
Re  search may gain currency not from the 
weight of evidence but because it serves 
the political and economic interests of 
those with the power to promulgate it (for 
example, by justifying economic and racial 
in  equality). When that happens, it has an 
en  during, distorting effect on science. 
Once ab sorbed into received knowledge, 
such re  search mis informs subsequent sci
entific judgments. 

Thus, to foster accuracy in the field, we 
must do more than weigh the existing evi
dence. We must evaluate how relevant  
evidence may have been shaped by sci
ence’s social uses and actively investigate 
and correct resulting errors. That is, act
ing with integrity as scientists requires 
applying sociopolitical theories about how 
our political economy shapes scientific 
belief and organizing to overturn distort
ing forces. 

Contrary to many scientists’ demands 
for a “politicsfree science,” merely using 
sociopolitical theories to assess evidence 
is not “bias.” The reverse is true: failing  
to consider how our political economy 
shapes scientific evidence heightens the 
risk of error. 

Jerzy EisenbergGuyot and  
Nadja EisenbergGuyot  New York City 

Schwartz and Schlenoff note that only half 
of Americans responded to a poll that they 
would get a coronavirus vaccine when it  
is available, which they called an “anti
science” stance. 

The authors should be very careful of 
the context of the poll and answers to it. I 
am not in any way an antivaxxer. My wife 
and I get flu shots annually and were dil
igent in keeping our children uptodate 
on their inoculations when they were 
young. But if I were asked whether I would 
get the hypothetical coronavirus vaccine, 
I’m not sure how I would answer. 

After watching the Food and Drug 
Administration’s and Centers for Disease 
Control and Prevention’s responses to the 
pandemic, I fear that the basis for far too 
many of their decisions concerns politics, 
not science. These government agencies 

 “A great sadness  
has overtaken me  
as I parse the odds  
of life on this planet 
making it through. 
Let’s keep our  
fingers crossed.” 

susan williams  lakewood, colo.

September 2020 
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seemed to have become a wing of the com
mittee to reelect President Donald Trump.

John Melquist  Caledonia, Ill.

THE AUTHORS REPLY:  Melquist’s point 
is well taken. In criticizing individuals’ 
unwillingness to receive a potential vac-
cine against COVID-19 in our article, we 
indeed meant one that would be well test-
ed, well studied, well prepared, and rec-
ommended on a sound scientific and sta-
tistical basis.  

MITIGATING LETHAL FORCE 
In “How to Reinvent Policing” [Science 
Agenda], the editors make a number of 
good points about bettering policing by 
improving police accountability and com
munities’ perception of officers. They do 
not mention, however, that improvements 
can also be made to hiring practices. 

Police departments should re  cruit can
didates who have good problemsolving, 
negotiation, communication and interper
sonal skills, as well as empathy and sensi
tivity. They can come close to achieving 
that goal by expanding their pool to in 
clude more wo  men, minorities and college 
graduates. Doing so will create a work
force that un  derstands that all people 
should be treated with dignity, respect 
and fairness. 

Vasilios Vasilounis  Brooklyn, N.Y. 

SCIENTIFIC PROGRESS 
I have been an avid reader of  Scientific 
American  since my college and university 
days in the 1960s, and the magazine has, 
to me, largely represented a specified di 
rection for Am  erican scientific and eco
nomic culture. It is unsurprising that there 
has been a significant change of emphasis 
during the term of the most recent presi
dential in  cumbent. Like many overseas 
readers, I find this change welcome. 

A particular, though not singular, ex 
ample of it is a phrase found in “Return of 
the Germs,” Maryn McKenna’s useful and 
thoughtconsuming piece on the need for 
social interventions to fight diseases in the 
light of the current  COVID19 pandemic. 
On this subject, the article quotes physi
cian and vaccine developer Peter J. Hotez 
as saying, “Poverty has more impact than 
any of our technical interventions.” 

Alan Lafferty  London

© 2020 Scientific American
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SCIENCE AGENDA 
OPINION AND ANALYSIS FROM  
SCIENTIFIC AMERICAN ’ S BOARD OF EDITORS

If the New York Times  or the  Las Vegas Review-Journal  or  
 Scientific American  publishes a false statement that hurts some-
one’s reputation, that person can sue the publication. If such def-
amation appears on Facebook or Twitter, however, they can’t. The 
reason: Section 230 of the federal Communications Decency Act. 
Signed into law in 1996, it states that online platforms—a cate-
gory that includes enormously rich and powerful tech companies 
such as Facebook and Google, as well as smaller and less influ-
ential blog networks, forums and social media start-ups—are not 
considered “publishers.” You can sue the person who created the 
video or post or tweet but not the company that hosted it.

The law was designed to protect Internet companies, many in 
their infancy at the time, from legal actions that could have held 
back their ability to innovate and grow. But today immunity from 
consequences has also allowed hate speech, harassment and mis-
information to flourish. In a belated effort to deal with those prob-
lems, the biggest platforms now attempt to flag or ban what they 
feel are objectionable content generated by users. This often infu-
riates those whose posts or tweets have been singled out, who 
complain their freedom of speech is being suppressed.

Last October the U.S. Senate Committee on Commerce, Sci-
ence and Transportation held a hearing about how to modify 
the law. But high-handed changes often don’t consider all con-
sequences—and that can lead to real danger. Prime examples 
are 2018’s Fight Online Sex Trafficking and Stop En abling Sex 
Traffickers Acts (FOSTA-SESTA). These laws re  moved Section 
230’s protections for content that advertises prostitution, in an 
effort to stop victims of sex trafficking from being bought and 
sold online. The idea was to use potential legal liability to force 
platforms to remove content that encouraged such crimes. In 
practice, sites that lacked the resources to patrol users’ activity 
ended up banning legitimate pages where illegal content had 
appeared in the past, deleting large swaths of material or shut-
ting down entirely. The purge kicked consensual sex workers 
out of online spaces they had used to find clients and assess 
any risk of harm before agreeing to in-person meetings. With-
out the ability to screen clients online, prostitution can be 
extremely dangerous; one 2017 paper, updated in 2019, sug-
gests that in cities where the online classified ad service Craigs-

list allowed erotic listings, the  overall  female homicide rate 
dropped by 10 to 17 percent. Although other researchers have 
contested the link between online advertising and greater safe-
ty, consensual sex workers have reported negative effects as a 
result of FOSTA-SESTA.

Joe Biden and Donald Trump have both called for outright 
repeal of Section 230. Others in Congress are proposing less rad-
ical changes, offering bills such as the Platform Ac  countability 
and Consumer Transparency (PACT) Act, which would require 
social media companies to disclose their moderation practices to 
show they are not arbitrary and to promptly take down content 
that a court deems illegal. The stricter takedown standard would 
favor wealthy companies such as Facebook, which can afford to 
employ armies of moderators and lawyers, and disfavor start-
ups—just the problem Section 230 was meant to prevent. In 
addition, as they did in response to the laws in  tended to curtail 
sex trafficking, smaller platforms are likely to increase overly 
broad censorship of users to avoid legal challenges. 

As digital-rights group the Electronic Frontier Foundation 
(EFF) points out, hobbling Section 230 could have a chilling 
effect on free speech online and make it much more difficult 
for new competitors to challenge the dominance of big tech. 
The EFF is not the only voice picking holes in legislation like 
the PACT Act: academics and other technology advocacy 
groups have offered measured critiques of the bill and pro-

posed their own solutions for strategically modifying Section 
230. One of their suggestions is to ensure the bill would apply 
only to platforms that host users directly—not to the compa-
nies providing background support for functions such as Inter-
net access and payment processing—to protect the larger infra-
structure of the Internet from legal liability. Another idea is to 
improve users’ ability to flag problematic content by working 
with legal authorities to develop a standardized reporting pro-
cess that any platform could apply. 

Input from experts like these—not just from billionaire 
CEOs such as Face book’s Mark Zuckerberg and Twitter’s Jack 
Dorsey, the usual suspects when hearings are convened on 
Capitol Hill—is crucial to craft nuanced legislation that will 
give online platforms incentives to protect users from harass-
ment and to suppress malicious content without unduly com-
promising free speech. If that happens, we might get Internet 
regulation right. 
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Politicians and 
Tech Billionaires 
Can’t Fix  
Social Media
Laws to stop malicious use  
can backfire without wider input
By the Editors

Hobbling [the law] could have  
a chilling effect on free speech and 

make it harder for competitors  
to challenge big tech. 
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FORUM 
COMMENTARY ON SCIENCE IN  
THE NEWS FROM THE EXPERTS

I’ve never known  an Earth that wasn’t on fire. 
I’m 23 years old, and my entire generation has come of age in 

a world so defined by climate change and other forms of environ-
mental degradation that it’s sometimes been hard to fathom what 
an even more dismal future might look like. It has, that is, until 
the pandemic reared its ugly head. The fate of nature, like so much 
else, has temporarily become an agonizing side story to  COVID—
and now the environment is a real-time plot followed mostly, I 
think, by those of us young enough to one day see the worst of it. 

At first, things seemed hopeful. Struggling to adjust to the 
new normal of life in quarantine in March and April, we were 
relieved to read that emissions levels had dipped, even if only 
temporarily, and that the skies over New Delhi and Los Angeles 
and Buenos Aires had cleared of smog. I smiled, as we all did, to 
notice that animals were roaming free through quiet, traffic-free 
cities. Nature seemed to be reclaiming spaces humans had aban-
doned. In the midst of so much present grief, these story lines 
gave us faith in the planet’s resilience. Maybe, some optimists 
speculated, it would even inspire us to be better stewards of our 
world when this was over. This “anthropause” was a once-in-a-
lifetime opportunity for humans to understand our impact on 
wildlife in a crowded world that seemed, for a moment, a little 
less crowded. 

But only for a moment. Pandemics like this happen and will 
keep happening because we humans have long encroached on 
wild spaces, increasing the chances of spillovers of disease from 
animals to people. In the temporary absence of international 
watchdogs and local enforcement, South America’s Pantanal, the 
world’s largest tropical wetland, has burned like never before. In 
May there was a major oil spill in the Russian Arctic, followed by 
others in places such as Mauritius and Venezuela—terrible eco-
logical catastrophes that are buried underneath headlines of case 
numbers and mortality rates. Poaching is on the rise in Africa. 
The list goes on.

And in the U.S., we’ve somehow become  less  thoughtful in our 
daily choices—accepting that extra plastic bag at the supermar-
ket, ordering takeout despite all the single-use containers and, 
if we’re privileged enough, driving instead of taking public trans-
portation—because, well, “it’s a global pandemic.” Take a walk 
outside, and you’ll find masks and latex gloves littering our 
streets and beaches and parks that will eventually fill rivers, 
lakes and seas. 

It’s as if the pandemic has suddenly given people everywhere 
even more of a license to dirty the world—if that’s even possi-
ble—with carelessness, if not outright contempt. I fear that for 
every day it continues, today’s young people will be paying the 

ecological price for the rest of our lives. I’m not just talking about 
those of us living in developed nations. I’m talking about chil-
dren from impoverished families worldwide whose health and 
food security have plunged into even more uncertainty because 
of the devastating one-two punch of climate change and the 
coronavirus—both of which have laid bare systemic racism and 
socioeconomic inequities. I’m talking about young climate orga-
nizers across the globe who have been calling out people’s igno-
rance of science for years and feel now more than ever that 
they’re screaming into a void. And, perhaps most brutally, I’m 
talking about young Indigenous people in Latin America, whose 
entire cultures (many of them predicated on harmony with 
nature) are being erased as their elders die of infection and as 
ranchers and miners violently and illegally drive them from their 
ancestral lands. 

In today’s pandemic moment, nature’s story line has reached 
a low point. It’s unfathomable to me that some people can still so 
easily shrug it off—especially if they have kids or love anyone who 
is younger than they are—while for so many in my generation, it 
is such a constant, excruciating worry. Apathy, let alone denial, is 
no longer an acceptable option, because we know that if we stay 
on this course, the destruction will inevitably come for us, too. 

But I like to think that the anthropause still gives some hope—
that perhaps if we all live a little lighter, if we listen to those who 
are in harmony with the land and if we take solace in all that there 
is to love in the world, nature might meet us halfway. The planet 
and our fates hang in the balance. 

Illustration by Brooke VanDevelder

Jordan Salama  is a writer and journalist. His first book,  
 Every Day the River Changes,  a book of travels along the greatest 
river in Colombia, will be published by Catapult in 2021. 
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Tidal creeks cross Sapelo Island’s 
salt marshes ( 1 ) and are expanding 
because of purple marsh crabs ( 2 ). 
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ECOLOGY 

Losing Ground 
Sea-level rise is letting a tiny crab 
drastically alter marsh landscapes 

Halfway down  Georgia’s coastline, Sapelo 
Island is surrounded by more than 4,000 
acres of salt marshes, with vast stretches  
of lush grasses that blaze gold in the colder 
months. But this beautiful barrier island is 
experiencing some of the harshest effects  
of climate change: sea water intrusion, intense 
storms and flooding. 

And scientists have noticed something 
more subtle and unusual happening to the 
island in the past several years. A once 
inconspicuous burrowing crab is suddenly 
wiping out swaths of marsh cordgrass, a 
plant that holds much of the South’s coastal 
marshland in place and protects vulnerable 
species. The tiny purple marsh crab,  Sesar-
ma reticulatum,  seems to be reshaping—
and fragmenting—the island’s marshes. 

Sinead Crotty, an ecologist and project 
director at Yale University’s carbon-con-
tainment laboratory, used aerial images to 
document the crab’s impact on marshland 
along the U.S.’s southeastern coast. To 
investigate the cause of the changes, Crotty 
and her colleagues combined analysis of 
the aerial imagery with historical tide data 
and numerical models of sea-level rise. 

Their results, published in the  Proceedings 
of the National Academy of Sciences USA, 
   show the crabs are altering salt marshes’ 
response to sea-level rise by gorging on 
cordgrass at the heads of tidal creeks. The 
researchers say rising water levels caused  
by climate change have softened marsh soil, 
creating optimal burrowing conditions for 
the crabs. The crabs’ increased activity then 
results in longer and broader creeks that 
drain the marshes into the ocean. Over years JO
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this process transforms marshes from con-
tiguous grasslands into patches fractured by 
crab-grazed creeks. 

This finding challenges the long-standing 
paradigm that only water flow, sediment, 
plants and human activity—not animals—
shape how salt marshes respond to sea-level 
rise. The researchers say this crab may be 
the first identified organism to reach the sta-
tus of a keystone species, an organism that 
has disproportionate importance and influ-
ence in its ecosystem, because of climate 
change. It is unlikely to be the last.

Crotty says it is mind-boggling that “this 
very small organism, an inch or two in diam-
eter, can alter something as large as an 
entire marsh landscape visible from Google 
Earth images.” 

Scientists working on Georgia’s coast 
already knew  Sesarma  crabs were enlarging 
tidal creeks by grazing cordgrass, says Mer-
ryl Alber, director of the University of Geor-
gia Marine Institute on Sapelo Island. But this 
new work suggests the crabs’ actions may 
be accelerating the long-term loss of the 
marsh to rising seas. “This shows that our 
marshes may be more vulnerable than we 
thought,” she says. Alber was not directly 
involved in the study, but the institute provid-
ed logistical support to the research team.

Crotty first encountered  Sesarma  as an 
undergraduate in co-author Mark Bertness’s 
Brown University lab. In 2011 Bertness’s 
team discovered that the crabs were behind 
sudden marsh die-offs on Cape Cod, after 
overfishing had diminished predator popula-
tions such as striped bass. Marsh soils farther 
south had previously been too hard for the 

crabs to gain a significant claw-hold, and 
Crotty and her colleagues wondered if sea-
level rise could be making them softer.

The team analyzed tidal data and found 
that southern marshes are now submerged 
up to an hour longer a day than they were in 
the 1990s. The researchers say this process 
has indeed softened the soil, helping the 
burrowing crabs thrive. Aerial photographs 
along the U.S.’s southeastern coast indicate 
the number of  Sesarma -grazed marsh 
creeks increased by an average of two and  
a half times from the 1990s to late 2010s. In 
study areas, the team found that the rapid 
expansion of crab-grazed creeks increased 
drainage of the marsh by up to 35 percent. 

By wiping out cordgrass, crabs also de -
stroy protective cover for ecologically critical 
animals, including snails and other mollusks. 
The researchers checked predation levels on 
Sapelo Island by tethering snails and mussels 
to fishing line near grazed and ungrazed 
creeks. They found this loss of cover can 
make small invertebrates—which provide 
food to commercially important species such 
as blue crab and redfish—more vulnerable 
to predator feeding frenzies, Crotty says, 
potentially disrupting entire ecosystems. 

Human activities are resetting which 
species hold the most sway over ecosys-
tem behavior, says Christine Angelini, an 
ecologist at the University of Florida and 
principal investigator for the study. Because 
of overfishing and climate change, she 
observes, purple marsh crabs are “wreak-
ing havoc everywhere” across their range. 

Climate change has given several spe-
cies a dangerous advantage. Ocean warm-

ing and acidification make it easier for pred-
ators such as sea urchins to gnaw away at 
coral. Native plants are losing ground to 
exotic varieties that can bloom earlier as 
weather warms. Higher temperatures in the 
Caribbean could help invasive, reef-destroy-
ing lionfish expand their range there. But 
scientists have not previously documented 
such organisms exerting the kind of influ-
ence purple marsh crabs do over the way an 
ecosystem functions, from its actual shape 
to the interplay between predators and prey.

“I have no reason to doubt that climate 
change will alter species’ interactions such 
that new keystone species emerge,” says 
Linda Blum, an ecologist at the University 
of Virginia, who was not involved in the 
study. But, she adds, the team’s conclusion 
that sea-level rise creates new crab habitat 
by softening marsh soil is built on “a lot of 
circumstantial evidence.” She suggests it 
should be tested with field experiments to 
determine whether the crabs’ own activi-
ties could contribute to easier burrowing. 

Now the researchers are investigating 
how increased activity from Sapelo Island’s 
 Sesarma  crabs might be exposing buried car-
bon to the air, as well as if the crabs are rais-
ing concentrations of con  taminants from a 
nearby superfund site by accumulating these 
chemicals in their bodies. 

More work is also needed to understand 
whether the crabs are influencing how 
quickly seas move inland, Angelini says: 
“We don’t know if it’s the first step toward, 
ultimately, the marsh drowning or if marsh-
es will stay stable and persist for decades in 
this fractured state.”  — Stephenie Livingston

PSYCHOLOGY

Applied 
Ethics
One college class discussion  
had weeks-long effects on  
meat consumption

Although ethics  classes are common 
around the world, scientists are unsure if 
their lessons can actually change behavior; 
evidence either way is weak, relying on 
contrived laboratory tests or sometimes 
unreliable self-reports. But a new study 
published in  Cognition  found that, in at 

least one real-world situation, a single eth-
ics lesson may have had lasting effects. 

The researchers investigated one class 
session’s impact on eating meat. They 
chose this particular behavior for three rea-
sons, according to study co-author Eric 
Schwitzgebel, a philosopher at the Univer-
sity of California, Riverside: students’ atti-
tudes on the topic are variable and unsta-
ble, behavior is easily measurable, and eth-
ics literature largely agrees that eating less 
meat is good because it reduces environ-
mental harm and animal suffering. Half of 
the students in four large philosophy class-
es read an article on the ethics of factory-
farmed meat, optionally watched an 

11-minute video on the topic and joined a 
50-minute discussion. The other half 
focused on charitable giving instead. Then, 
unbeknownst to the students, the research-
ers studied their anonymized meal-card 
purchases for that semester—nearly 14,000 
receipts for almost 500 students. “It’s an 
awesome data set,” says Nina Strohminger, 
a psychologist who teaches business ethics 
at the University of Pennsylvania and was 
not involved in the study. 

Schwitzgebel predicted the interven-
tion would have no effect; he had previ-
ously found that ethics professors do not 
differ from other professors on a range of 
behaviors, including voting rates, blood 
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Clues to 
Collapse 
Analyzing fluid from queen  
bees’ specialized sperm sacs  
can expose colony stressors 

A honeybee queen  mates only during one 
brief period of her life, storing sperm in a 
sac inside her body for later use. But if she 
fails to keep that sperm viable, her colony 
may collapse. This “queen failure” is a main 
factor in the U.S. drop-off in bee numbers. 
Identifying reasons for queen failure has 
proved difficult; queens show no clear 
symptoms when it happens. But a new 
study offers a way to zero in on causes, 
which could lead to a valuable diagnostic 
tool for beekeepers. 

The queen is the only female in her colo-
ny who can reproduce. Without viable 
sperm she cannot lay eggs, and the colony’s 
population plummets, says Alison McAfee, 
first author of the study and a bee research-
er at North Carolina State University. This is 
a significant concern for humans; as pollina-
tors of crops such as blueberries and apples, 
“honeybees are responsible for around 
between $16 billion and $20 billion worth of 
economic contribution to agriculture,” says 
McAfee, who also works for the University 
of British Columbia. Climate change further 
threatens honeybees’ survival, with previ-
ous research showing that high tempera-
tures are also associated with colony loss. 

To examine queen failure, McAfee and 
her colleagues performed a “molecular 
autopsy” in which they analyzed the fluid 
inside sperm-storing sacs after exposing 
queens to extreme heat, extreme cold or 
pesticides. They found that each stressor 
was associated with elevated levels of dif-
ferent proteins in the fluid.

The researchers identified the two most 
elevated proteins as indicators for each 
stressor. When they looked for these in 
failed queens donated by British Columbia 
beekeepers, they found proteins indicating 
exposure to pesticides and extreme heat 
but not extreme cold. The results were pub-
lished in  BMC Genomics. 

McAfee and her colleagues are using 
these results to develop a diagnostic test  
that distinguishes between different causes 
of queen failure. This tool is in its early stag-
es, but Susan Cobey, a bee researcher at  
Washington State University, who was not 
involved in the study and runs a bee-insemi-
nation business, is excited by its potential:  
“If you can determine what’s going on with 
[the queens] and take some preventive con-
trol . . .  and avoid losses in the field, that 
would be awesome.”  — Karen Kwon 

donation and returning library books. But 
among student subjects who discussed 
meat ethics, meal purchases containing 
meat decreased from 52 to 45 percent—
and this effect held steady for the study’s 
duration of several weeks. Purchases from 
the other group remained at 52 percent. 

“That’s actually a pretty large effect for a 
pretty small intervention,” Schwitzgebel 
says. Strohminger agrees: “The thing that 
still blows my mind is that the only thing 
that’s different between these two cases is 
just that one day in class.” She says she wants 
the effect to be real but cannot rule out some 
unknown confounding variable. And if real, 
Strohminger notes, it might be reversible by 
another nudge: “Easy come, easy go.”

Schwitzgebel suspects the greatest 
impact came from social influence—class-
mates or teaching assistants leading the 
discussions may have shared their own 
vegetarianism, showing it as achievable 
or more common. Second, the video may 
have had an emotional impact. Least rous-
ing, he thinks, was rational argument, 
although his co-authors (University of Kan-
sas’s Bradford Cokelet and Princeton Uni-
versity’s Peter Singer) say reason might  
play a bigger role. Now the researchers 
are probing the specific effects of teaching 
style, T.A.s’ eating habits and students’ 
video exposure. Meanwhile Schwitzgeb-
el—who had predicted no effect—will be 
eating his words.  — Matthew Hutson

Honeybee colonies 
depend on the queen’s 
store of sperm.
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Sequoia 
Secrets 
Lasers illuminate carbon-storing 
capacity of world’s tallest trees

California’s coastal redwoods,   Sequoia 
sempervirens,  are the tallest trees on earth. 
But measuring their precise dimensions—
which is key to determining how much  
climate-altering carbon they store as  
biomass—is fraught with uncertainty. 
Widely used scaling equations between 
trunk diameter and volume are based on 
limited sampling of much smaller trees, 
given that few people are willing to don a 
climbing harness and take measurements 

30 stories off the ground. Now, for the  
first time, researchers have surveyed 
 S. sempervirens  using laser scanning,  
an automated technique that yields accu-
rate measurements of a tree’s structure 
and volume. 

Mathias Disney, an environmental sci-
entist at University College London, and 
his colleagues assessed 145 redwoods for a 
study published in  Scientific Reports.  They 
fired billions of near-infrared laser pulses at 
the trees from multiple directions, record-
ing the time it took the pulses to bounce 
back. This process let them assemble a 
detailed map of each tree, showing burrs, 
twigs and other features as small as a few 
centimeters. “This is giving us a new per-
spective on the three-dimensional struc-
ture of trees,” Disney says.

The researchers found that coastal red-
woods tended to be about 30 percent larg-
er by volume than published scaling rela-
tions predicted. The authors suggest this 
discrepancy might be because some 
 S. sempervirens  sprout additional trunks 
as they age, a process called reiteration. 
Based on their observations, Disney and 
his colleagues have established new scal-
ing relations between tree diameter and 
volume for the species. 

Laser scanning can increase knowledge 
of old-growth forests that is important in 
conservation efforts, says Anil Raj Kizha,  
a forest operations scientist at the Univer-
sity of Maine, who was not involved in  
the research. “In the coming five to 10 
years,” he says, “this is going to be more 
widespread.”  — Katherine Kornei 

GENE TIC S 

Getting Dirt 
Ancient DNA preserved in soil 
may rewrite Ice Age knowledge

Based on bone  and tooth records, the 
Yukon’s last mammoths were thought to 
have gone extinct about 12,000 years ago. 
But a new genetic sampling technique sug-
gests the great beasts may have stuck 
around a lot longer, plodding through the 
Arctic tundra with bison and elk for thou-
sands of years more. The story is in the soil. 

Bones are rich sources of prehistoric 
genetic information, but not the only ones; 
items ranging from shed Ice Age skin cells to 
pine needles can contribute to the genetic 
record stored in dirt. Paleogeneticists have 
been extracting and analyzing “environ-
mental DNA” from soil for a long time, but 
getting rid of non-DNA material without 
destroying these fragile clues is daunting. 

“Environmental samples contain a huge 
range of other chemical substances that 
are challenging to separate from the DNA 

we’re interested in,” says McMaster Uni-
versity geneticist Tyler Murchie. “We can’t 
afford to lose whatever we can get.” In 
 Quaternary Reports,  Murchie and his col-
leagues describe gentler techniques that 
recover up to 59 times as much genetic 
material as other methods do. 

In the new approach, soil samples are 
extracted with a sterilized chisel and then 
broken into smaller portions, stirred and 
run through a “cold spin method” to sepa-
rate as much DNA as possible. The DNA is 
then compared against an existing genetic 
library to detect species matches. 

“Not only do these techniques get more 
DNA, but they get more diverse DNA,” 
says East Tennessee State University pale-
ontologist Chris Widga, who was not 
involved in the new study. “It’s becoming 
more nuanced, and it looks like there is 
actually the potential to document larger 
slices of the ecosystem.” 

This big picture comes from smaller sam-
ples, Murchie explains: “With a combination 
of our novel extraction and enrichment tech-
niques, we can pull out entire genomes of 
multiple extinct organisms simultaneously 
from less than a gram of sediment.” 

The methodology is limited because 
researchers using it need to know what DNA 
to look for. If a saber-toothed cat species is 
not already in the genetic library, for exam-
ple, the analysis cannot detect that animal. 
For known species, however, the process 
may yield exciting information. In their study, 
the researchers detected about 2,100 kinds 
of plants and 180 animals—including 
American horses and woolly mammoths, 
in samples from soil dated to thousands  
of years after their supposed extinction. 

Not yet published results from other 
field sites are yielding similar results,  
Murchie says, and future fossil discoveries 
could strengthen the case. “We can use  
this approach to identify species in places 
and times we never knew they existed,”  
he adds, “helping our efforts to find their 
fossils in places we wouldn’t have thought 
to look.”  — Riley Black AL
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VOLC ANOLOGY 

Crystal Power 
Tiny crystals play a big role in 
unexpectedly violent eruptions 

Volcanoes  that are thought to be mild-
mannered, releasing steady lava flows,  
can sometimes erupt explosively without 
warning—as New Zealand’s Mount Tara
wera did in June 1886, causing widespread 
damage and death. Geologists have long 
wondered why volcanoes make this sud-
den and dangerous transition, says earth 
scientist Danilo Di Genova of the Universi-
ty of Bayreuth in Germany. 

Di Genova and his colleagues propose 
in  Science Advances  that such a catastrophic 
switch may begin with crystal grains called 
nanolites, which can form in rising magma 
and are only about 1/100th the size of an 
average bacterium. The researchers say 
these grains make magma more viscous, 
preventing volcanic gases from escaping 
the molten rock. This builds up pressure, 
setting the stage for a violent explosion.

Using electron microscopy and spec-
troscopic imaging tools, the scientists 
found nanolites in the ashes of active vol-
canoes, including Mount Etna in Italy and 
Tambora in Indonesia. 

The team then examined how nanolites 
form in a comparatively runny type of 
magma that becomes basalt when it cools. 
Such lowviscosity magma usually allows 
gases to escape easily, leading to smooth 
lava flows. The researchers produced 
nanolites in the laboratory by melting 

basalt and then cooling it rapidly. The cool-
ing process is critical: during eruptions, 
magma loses heat as it rises toward the top 
of a vent. The study found nanolites will 
form only if the heat loss rate is just right, 
Di Genova explains.

“Magma is a multicomponent system, 
mainly made by silicon and oxygen,” 
Di Genova says. “It has other elements 
such as aluminum, calcium and iron, the 
last of which seems to be the most impor-
tant element in forming nanolites.” Most 
of the nanolites are iron oxide crystals with 
traces of aluminum, he adds. And because 
iron is found in all magmas, such crystals 
can form in various magma types. 

Next the researchers created an artifi-
cial magma to show that nanolites boost 
viscosity. They used silicon oil (which is as 
viscous at room temperature as basalt 
magma is during an eruption), adding glass 
spheres to mimic nanolites in shape and 
size. The team found that even at relatively 
low concentrations nanoparticles tend to 
clump together, disrupting the free flow 
of the liquid. In a real volcano, this sudden 
increase in the magma’s viscosity would 
trap bubbles of escaping gas. Eventually 
enough pressure would build to push out 
blobs of magma all at once rather than in 
a steady stream—resulting in an explosion.

“This is an exciting study that addresses 
a question we have had for a long time,” says 
Columbia University geologist Einat Lev, 
who was not involved in the new research. 
“It will be important and challenging to fig-
ure out how to incorporate this information 
in future volcanic models.”  — Harini Barath 

Mount Tarawera’s explosive 1886 eruption 
may have been spurred by “nanolite” crystals.
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IN THE NE WS 

Quick 
Hits 
 By Sarah Lewin Frasier 

CONSERVATION

Footsteps  
of Giants
Indigenous trackers inspire 
a safer way to help rhinos 

International demand  for black rhinoceros 
horn has seen the animals killed relentlessly 
for decades in countries such as Namibia, 
Zimbabwe and South Africa. In 1960 there 
were an estimated 100,000 left, and by 1995 
fewer than 2,500 remained. Conservation 
efforts have brought the number up to 
around 5,600 today—but the species is still 
critically endangered, and poaching is 
among its biggest threats.

Scientists have worked to protect these 
rare creatures by tracking them with GPS 
devices strapped to their necks or ankles or 
implanted in their horns. The resulting data 
let researchers monitor the rhinos’ numbers 
and when they enter poaching hotspots. But 
the devices can fail, and drugging the ani-
mals to attach them may cause harm. 

A recent study in  PeerJ  describes a new 
tracking technology that uses smartphones 

to record rhino footprints. Called the foot-
print-identification technique (FIT), this sys-
tem includes software that can analyze the 
animals’ movements from a distance to help 
keep them safe from poachers. 

The idea came from working with local 
trackers in Zimbabwe. These footprint-read-
ing experts can identify individual black rhi-
nos from the shape of their feet and, when 
visible, the impressions left by cracks in the 
animals’ heel pads, which are as distinctive as 
a human fingerprint. “We probably wouldn’t 
even have looked at the footprints in the first 
place if we didn’t have Indigenous trackers,” 
says Sky Alibhai, co-founder of conservation 
organization WildTrack and study co-lead. 

To use the system, scientists gather  
rhino footprint images with a smartphone 
application and upload the pictures to a 
global database. FIT software analysis can 

then identify the individual animal and de -
ter mine its age and sex with up to 99 percent 
accuracy. Researchers can also estimate the 
number of black rhinos in an area and watch 
their movements.

Alibhai and Zoe Jewell, WildTrack co-
founder and study co-lead, are training wild-
life conservationists, land managers, local 
guides and antipoaching agents to use FIT 
in Namibia, home to about 28 percent of the 
world’s black rhinos. Since the paper’s publi-
cation, researchers have adapted the tech-
nology for diverse animals, including African 
lions, Bengal tigers and Eurasian otters. 

“I think this is great for monitoring ani-
mals and counting individuals,” says Ciska 
Scheijen, a conservation scientist at Rock-
wood Conservation in South Africa, who 
was not part of the study. Scheijen wonders 
about FIT’s performance during the rainy 
season, when footprints are often indistinct, 
and if it can track larger herds as opposed to 
the 35-odd individuals this study monitored. 

Endangered animals often live in small 
groups or are sparsely distributed, Jewell 
says, but “FIT is scalable, and we would 
always welcome the opportunity to use  
it with endangered species that are in larg-
er populations.”  — Helen Santoro

 ANTARCTICA 
New analysis suggests a 50-million-year-old foot bone found  
on Seymour Island comes from a species of bird whose wingspan 
reached 6.4 meters across. The researchers also attributed part 
of a large jawbone with toothlike structures to the species. 

 AUSTRALIA 
An enormous, newfound coral 
reef off the continent’s northern 
coast is taller than the Empire 
State Building, rising more than 
500 meters above the seafloor. 
Considered part of the Great 
Barrier Reef, it is the first de 
tached reef structure discovered 
there in 120 years. 

 COSTA RICA 
Researchers embedded GPS 
devices in decoy sea turtle eggs 
to track poaching patterns.  
In their first field test, five of the 
101 decoys (which had similar 
size, weight and texture to real 
eggs) traveled significantly, 
potentially reaching consumers. 

 INDONESIA 
New research shows that fluffy 
but venomous slow lorises 
frequently bite one another to 
settle territorial disputes— 
a rarity in venomous animals. 

 LATVIA 
DNA harvested from a 700-year-old public toilet in 
Riga (as well as a 600-year-old cesspit in Jerusalem) 
will help researchers examine how human microbiomes 
have evolved over time. Microbial DNA from both  
sites matches some species common in modern 
huntergatherers and some in today’s city dwellers. 

 MADAGASCAR 
In a Madagascar garden, researchers found several 
Voeltzkow’s chameleons—a rare species whose 
females can change from green to a vivid black, 
white and blue when excited. The short-lived species 
had not been documented for more than 100 years, 
and no females were previously recorded at all. 
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PALEONTOLOGY

Blood Worms
A titanosaur fibula hosts what 
look like dozens of tiny parasites

Around 80 million years ago  in what is 
now Brazil, a sick dinosaur limped along—
but its days were numbered. Its leg bone 
was so diseased that it had turned spongy, 
and a particularly gruesome culprit may have 
been to blame: wormlike parasites wriggling 
through its blood vessels. The dinosaur in 
question was a long-necked titanosaur. 

Aline Ghilardi of Brazil’s Federal Uni-
versity of Rio Grande do Norte and her 
colleagues examined the bone’s surface 
and ran a CT scan to rule out cancer and 
tuberculosis as the titanosaur’s ailment. 
They eventually concluded it had a rare 
bone condition called osteomyelitis, which 
leads to severe inflammation. When they 
examined thin slices of the fossil under a 
powerful microscope, they found a star-
tling potential cause: scattered through 
the bone’s blood vessel cavities were fos-
silized remains of what appeared to be 
around 70 tiny worms, each roughly the 
length of a dust mite. 

“We were totally shocked,” Ghilardi 
says. “We can’t compare it to anything.” 
To her knowledge, such organisms have 
never before been found inside dinosaur 
bone fossils. In  Cretaceous Research,  she 
and her team suggest these “worms” 
could be ancient parasites whose arrival 
caused the infection. The researchers note, 
however, that osteomyelitis can also be 
caused by bacteria, fungi and single-celled 
organisms called protozoa. 

The wormlike structures look similar to 
a known prehistoric parasite called  Paleo
leish mania,  but they are between 10 and 100 
times bigger. Forthcoming research com-
pares them with a broad range of parasites.

There could be other explanations, 
however. “I’m not entirely convinced that 
those things are parasites or, if they are 
parasites, that they have anything to do 
with the bone diseases,” says Tommy 
Leung, an ecologist who studies parasite 
evolution at the University of New England 
in Australia. Leung was not involved with 
the new finding, although he was a review-
er on a previous version of the paper. 

If the wormlike forms were indeed living 
organisms, they could have entered the bone 
to feed on the dinosaur after it died. But the 
researchers argue this is unlikely because 
there were no obvious fractures through 
which such creatures might have invaded. 

Parasites afflict birds and reptiles today, 
so it makes sense that they troubled dino-
saurs, too, says paleobiologist Paul Barrett 
of the Natural History Museum in London, 
who also was not involved with the re -
search. To him, the fossilized objects look 
like nematodes. 

“It’s a really neat study,” Barrett says, 
“and it shows that by applying a range of 
techniques in this case to a single bone, you 
can get a lot of information about the biology 
of an individual dinosaur.”  — Chris Baraniuk

A titanosaur’s nasty bone condition (1) may 
have come from wormlike invaders (2).

1

2
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PALEONTOLOGY

Blood Worms
A titanosaur fi bula hosts what 
look like dozens of tiny parasites 
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but its days were numbered. Its leg bone 
was so diseased that it had turned spongy, 
and a particularly gruesome culprit may have 
been to blame: wormlike parasites wriggling 
through its blood vessels. The dinosaur in 
question was a long-necked titanosaur. 

Aline Ghilardi of Brazil’s Federal Uni-
versity of Rio Grande do Norte and her 
colleagues examined the bone’s surface 
and ran a CT scan to rule out cancer and 
tuberculosis as the titanosaur’s ailment. 
They eventually concluded it had a rare 
bone condition called osteomyelitis, which 
leads to severe infl ammation. When they 
examined thin slices of the fossil under a 
powerful microscope, they found a star-
tling potential cause: scattered through 
the bone’s blood vessel cavities were fos-
silized remains of what appeared to be 
around 70 tiny worms, each roughly the 
length of a dust mite. 

“We were totally shocked,” Ghilardi 
says. “We can’t compare it to anything.” 
To her knowledge, such organisms have 
never before been found inside dinosaur 
bone fossils. In  Cretaceous Research,  she 
and her team suggest these “worms” 
could be ancient parasites whose arrival 
caused the infection. The researchers note, 
however, that osteomyelitis can also be 
caused by bacteria, fungi and single-celled 
organisms called protozoa. 

The wormlike structures look similar to 
a known prehistoric parasite called  Paleo
leish mania,  but they are between 10 and 100 
times bigger. Forthcoming research com-
pares them with a broad range of parasites.

There could be other explanations, 
however. “I’m not entirely convinced that 
those things are parasites or, if they are 
parasites, that they have anything to do 
with the bone diseases,” says Tommy 
Leung, an ecologist who studies parasite 
evolution at the University of New England 
in Australia. Leung was not involved with 
the new fi nding, although he was a review-
er on a previous version of the paper. 

If the wormlike forms were indeed living 
organisms, they could have entered the bone 
to feed on the dinosaur after it died. But the 
researchers argue this is unlikely because 
there were no obvious fractures through 
which such creatures might have invaded. 

Parasites affl  ict birds and reptiles today, 
so it makes sense that they troubled dino-
saurs, too, says paleobiologist Paul Barrett 
of the Natural History Museum in London, 
who also was not involved with the re -
search. To him, the fossilized objects look 
like nematodes. 

“It’s a really neat study,” Barrett says, 
“and it shows that by applying a range of 
techniques in this case to a single bone, you 
can get a lot of information about the biology 
of an individual dinosaur.”  — Chris Baraniuk

A titanosaur’s nasty bone condition (1) may 
have come from wormlike invaders (2).
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ARCHAEOLOGY

Channeling  
El Niño 
Peruvian farmers harnessed  
this weather pattern’s floods on 
a large scale 2,000 years ago

Peru’s northern coast  has one of the 
world’s driest deserts, except for when 
El Niño drowns it with massive flooding. 
Rainwater from the nearby Andean foot-
hills gushes down parched ravines, often 
tearing up modern agricultural fields in the 
sediment-rich plains of the desert’s few  
rivers. Ari Caramanica, an archaeologist 
at the Universidad del Pacífico in Lima,  
had long been intrigued by what looked 
like lengthy, straight, ancient “structures” 
crisscrossing parts of this desert, which 
is called the Pampa de Mocan. Caramanica 
first noticed these strange lines in 1940s 
photographs. Now she and her colleagues 
say farmers built them in pre-Hispanic 
times as a sophisticated, flexible-use canal 
system—which usually used river water 
but harnessed the wild El Niño floodwaters 
when they came—to survive and prosper 
in a challenging environment. 

El Niño events occur in irregular six- 
to 20-year cycles, and they are difficult to 

predict. But Caramanica and her team’s 
new research suggests farmers working be-
tween a.d. 1 and 1476 were prepared. The 
scientists examined the Pampa de Mocan 
archaeological record to chart how these 
farmers benefited from El Niño floods; their 
research is reported in the  Proceedings of 
the National Academy of Sciences USA. 

By studying clues such as discarded ag-
ricultural tools, plant remains and field lo-
cations, the team determined that farmers 
selectively used the canals to direct El Niño 
floodwaters to fields farther from the riv-
ers, beyond the reach of their typical river-
water irrigation. Some of these fields were 
enclosed by low mounds that allowed wa-
ter to collect. The ancient farmer-engineers 
also built small rock piles to slow the wa-
ter’s movement and to collect fertile silt. 

Caramanica says she had initially as-
sumed that the photographed structures 
were used for more common river-water 
agriculture. But her team found they had 
multiple roles—some even acting as fields 
them selves when El Niño damage cut 

them off from rivers. “They were being 
constantly patched together to take ad-
vantage of whenever and wherever water 
appeared,” she says. 

In contrast, Caramanica says modern 
agriculture in the area is dominated by 
large landholders or companies that re-
peatedly plant one crop and use fields 
year-round, not adapting as flexibly as 
smaller operations could. 

“It’s about the perception of the environ-
ment,” says Jason Nesbitt, an archaeologist 
at Tulane University, who was not involved in 
the study but wrote an accompanying com-
mentary. Today many view El Niño events as 
extraordinary, he says, whereas the ancient 
residents of the Pampa de Mocan viewed 
them as an expected phenomenon—and 
that kind of mindset could help today’s 
farmers deal with extreme weather. When 
officials draw up agricultural or disaster-
management policies, he adds, “maybe it’d 
be good to have archaeologists and anthro-
pologists at some levels of decision-making 
about these things.”  — Lakshmi Supriya

A modern-day field growing in water and sediment left in 
the aftermath of an El Niño event near Pampa de Mocan ( 1 ).  
Views of an ancient field and canals ( 2  and  3 ).

1

2 3
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Alison Hawthorne Deming  is Regents Professor of Creative 
Writing at the University of Arizona, where she also holds the Agnese 
Nelms Haury Chair in Environment and Social Justice. She has won 
many awards for her nonfiction, as well as for her poetry collections, 
the most recent of which is  Stairway to Heaven  (Penguin, 2016). 

LETTER TO 2050 
The Squamscott River  

grew lazy in early summer—
muskrat rose and dove  

heron swept the air and landed 
and hemlocks that had survived  

another century’s practice 
of harvesting their bark  

were thriving. Some suffered 
beaver girdles and the predation  

by woolly adelgids but still 
the pileated woodpeckers  

found what they required 
in the snags. This is how it was  

for us—pulling threads of hope 
out of the air as if we had  

the skill to weave them 
back into webs. We surprised  

ourselves when it worked—
so much needed to be undone.  

And I promise you that 
as paltry as our efforts  

may seem to you—no. 
I won’t justify our failures.  

The story of the alewives’ 
return—that’s what I wanted  

you to know because it helps 
to think of desires that last  

for centuries without being 
satisfied. How far inland  

did the alewives come, 
I wondered, the dam removed  

after three hundred years 
and in the first year then  

they came in a rush. 
Locals could hear the gulls  

gathered in the estuary 
in their joy and the alewives  

swam and swam to the reaches 
of their ancestors—eleven miles  

and three hundred years 
of appetite for place  

their genes remembered 
and knew how to find.  

The Abenaki offered 
a welcome back ceremony.  

And fishers gathered—human 
cat and bird to feast 

and the memory that had been 
thwarted for centuries  

became a fertile flow. 
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THE SCIENCE  
OF HEALTH Claudia Wallis  is an award-winning science journalist  

whose work has appeared in the  New York Times, Time,  
Fortune  and the  New Republic.  She was science editor  
at  Time  and managing editor of  Scientific American Mind. 

Illustration by Fatinha Ramos

We often hear  that 60 is the new 50 and 70 the new 60. It is a 
bromide borne out by old photos. Just check out images of your 
grandparents or great-grandparents (depending on your age) 
and notice their stooped and soft bodies, their lined faces and 
how they seem anchored in their chairs when they were barely 
pushing 60. What a contrast with vigorous, gym-going sexage-
narians of today! 

Recent studies comparing populations born in different 
decades have looked beyond these surface impressions to nail 
down actual physical and mental differences in the ways we 
are aging. This research has identified particular areas of 
improvement. But these gains are not across the board, 
and they appear to depend on social, behavioral and 
economic factors. 

A pair of new studies from Finland—one 
looking at physical aging and one looking at 
cognitive aging—strikingly demonstrates 
some of the details of generational change. 
The research, overseen by gerontologist 
Taina Rantanen of the University of 
Jyväskylä, compares adults born in 
1910 and 1914 with those born roughly 
30 years later. The two age groups were 
assessed in 1989 and 1990 and in 2017 
and 2018, respectively. The beauty of 
this work is that both birth cohorts 
were examined in person at age 75 
and again at 80 with the same sub-
stantial battery of six physical tests 
and five measures of cognition. Most 
cohort studies look at a narrower 
range of measures, and many of them 
rely on self-assessments.

The later-born group could walk 
faster, had a stronger hand grip and 
could exert more force with their lower 
leg. Such metrics are reliable predictors 
of disability and mortality. On cognitive 
tests, the later cohort had better verbal 
fluency (naming more words beginning with a K 
in three minutes), clocked faster reaction time on a complex  
finger-movement task, and scored higher on a test matching 
numbers to symbols. 

But not everything changed across the generations: mea-

sures of lung function were surprisingly static, and there was no 
im  prove ment in the short-term-memory task of recalling a 
string of digits—possibly because rote memorization has been 
de-emphasized in school and in daily life in recent decades, the 
researchers suspect. 

Many of these findings fit with other cohort studies. For 
example, a Dutch study of cognitive aging published in  
2018 showed that elderly adults born between 1931 and  
1941 outshone same-age adults born in the 1920s on a range  
of cognitive measures—though again not on short-term memo-
ry. And a 2013 Danish study revealed that birth-year-related  
differences can persist into very old age: 95-year-olds born in  
1915 outperformed 93-  year-olds born in 1905 on a cognitive 
exam. The later-  born Danish cohort did no better on measures 
of gait speed and grip strength, but its members were more 
adept at activities of daily living—such as bathing and dress-

ing—perhaps because of their improved  
cognitive status. 

There are many reasons that people 
are aging better, including improved med-

ical care and a drop in smoking, but the 
factors that loomed largest in the Finnish 

study of physical function, lead author Kaisa 
Koivunen says, were that the later-born adults 

were more physically active and had bigger bod-
ies, which suggests better nu  tri tion. (In 1943 Fin-

land be  came the world’s first country to re  quire 
universal free lunch at school.) For brain function, the 

key seems to be more years of education. 
In both the Finnish and the Dutch 

studies, cognitive differences 
between the cohorts largely 
disappeared when re  search-

ers controlled for this factor.
Education is a powerful influ-

ence on aging and health, says Luigi Ferrucci, scientific director 
of the U.S. Na  tion al Institute on Aging: “With more education, 
you are probably going to have a larger income, which means 
you are more likely to go to the doctor, have good nutrition and 
have a job that is not eviscerating your body.” In prosperous 
countries, these advantages have not only lengthened life but 
most likely en  sured that more years are spent in good health. 

In the U.S., Ferrucci says, the benefits of prosperity are less 
equally distributed than in Finland or Denmark. He points 

out that the average life span is seven years shorter in a 
poor state such as Mississippi 

than in a wealthier one 
such as California. “Here 

we still have lots of people 
who cannot take the drugs they 

need because they cannot pay for them,” he says, and they may 
lack access to healthy foods and opportunities for exercise and 
learning that extend our vital years. In short, 70 may be the new 
60 for many of us but not for all. 

Is 70 Really 
the New 60?
People are aging better in many ways 
but not across the board
By Claudia Wallis
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A S T R O N O MY

TOO BIG 
FOR THE 
UNIVERSE 
Ancient galaxy clusters seem to have 
grown so quickly that they would have 
broken the laws of the cosmos
By Arianna S. Long

Illustration by Ron Miller
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 Just like trees, people and stars, galaxies have life cycles.  
A galaxy is born when enough gas and stars coalesce to form 
a coherent structure—perhaps it starts as one cloud of gas and 
slowly gathers mass, or maybe it builds up from the collision 
of two or more clouds. Either way, once formed, a galaxy spends  
its lifetime making stars, using its reservoirs of gas to create 

tiny furnaces where nuclear fusion burns elements to release light and energy. 
A galaxy deemed “alive” shines strongly in ultraviolet light, a signal of young, 
bright and hot stars. As those stars age, their light changes from hot and blue 
to cool and yellow or red. When a galaxy contains mostly yellow and red stars 
and emits little to no ultraviolet light, we consider it retired, or “red-and-dead.” 
Eventually, if massive enough, it becomes a spheroidal blob, known as an ellip-
tical galaxy, that will likely never birth a new star again.

All around us in nearby space—within, say, 300 
million to 600 million light-years—astronomers see 
dead or dying elliptical galaxies gathered in great 
ensembles called galaxy clusters. These clusters hold 
the fossilized remains of the most massive galaxies 
ever formed—hundreds to thousands of them slow-
ly dancing around one another, gravitationally bound 
forever in their permanent graves. 

But galaxy clusters present a problem for astrono-
mers. Most clusters seem to have been established by 
the time the universe was only half of its current age. 
That means the galaxies within those clusters must 
have birthed most of the stars they contain early in 
cosmic history. It appears that these galaxies grew to 
the size of the Milky Way or larger but up to 10 billion 

years more quickly. The young galaxy clusters, called 
protoclusters, where these galaxies formed must have 
been incredibly violent and active places, full of gal-
axies producing stars at a furious pace. Our current 
understanding of physics cannot quite explain how 
they could have grown so big so quickly. 

Only recently have astronomers had the telescop-
ic tools necessary to find protoclusters, which are very 
distant (their light often travels 10 billion years or 
more to reach us) and frequently hide their most mas-
sive galaxy members behind dust. In the past few 
years scientists have discovered two protoclusters 
that are providing an unprecedented window into 
cluster growth. Follow-up observations have revealed 
that they are, in fact, active and huge—so huge that 

Arianna S. Long  is a graduate student in physics at  
the University of California, Irvine, who investigates  
the history of galaxy clusters.
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they challenge our understanding of galaxy forma-
tion. If we can solve the riddle posed by galaxy clus-
ters, we may redefine our understanding of the evo-
lution of the universe. 

HUNTING FOR STARBURSTS 
the most common type  of star-forming galaxy produc-
es roughly one to tens of suns’ worth of stars a year. 
These are often called normal star-forming galaxies. 
The Milky Way is in this class. Normal star-forming 
galaxies are metaphorical tortoises, forming stars 
slowly and steadily over the course of 10 billion years 
or so, remaining blue and disklike and depleting 
their reservoirs of fresh gas (fuel for new stars) at a 
leisurely pace. 

Galaxies that produce hundreds to thousands of 
stars every year are known as starburst galaxies. 
These are the hares in galaxy evolution. In perhaps  
300 million years at most, these galaxies burst into 
existence, form as many stars as possible as quickly 
as possible and, in a cosmic blink of an eye, run out 
of fuel. Starbursts live fast and die young. Astrono-
mers think that they are the best candidate ancestors 
for the massive, dead elliptical galaxies we see in clus-
ters today. 

It stands to reason that if we looked deep enough 
into space, we would find protoclusters filled with 
starburst galaxies—tomorrow’s clusters of dead gal-
axies. Yet finding starburst galaxies in protoclusters 
has proved challenging. Until recently, most of our 

CLUSTERING 
GALAXIES:  
 The Hubble Space  
Telescope captured 
this image of the 
galaxy cluster  
RXC J0032.1+1808. 
Astronomers are 
hunting for progen-
itors of such  
groups in the  
early universe. 
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methods for 
spotting clus-
ters were developed 
to preferentially select 
dying elliptical galaxies or the 
hot gas that pervades the space between 
them. Elliptical galaxies and hot intracluster gas 
appear at the later stages of galaxy cluster evolution, 
so we need new methods to find their bluer, more 
star-forming infant counterparts. To make things 

more difficult, protoclu-
sters are often spread far 

apart on the sky because the 
galaxies have yet to fully coalesce 

into the dense structures we see today. 
When our most famous and precise telescopes have 

cameras that span only the width of a pencil (the Hub-
ble Space Telescope, for instance), it is not surprising 
that we cannot piece together protocluster puzzle piec-
es that are spread across the sky at distances more 

Billions of years ago
13 12 11 10 8 7 6 5 4 3 2 1 Today

Mature
galaxy clusterYoung galaxy

cluster, based
on simulations

Intermediate
galaxy cluster

Young galaxy
cluster, based on
Distant Red Core
observationsProtocluster core

Protocluster

Dark matter halo
Massive starburst galaxy

Massive quiescent galaxy
Quiescent galaxy

Normal star-forming galaxy

How 
Galaxy 

Clusters 
Grow 

Today galaxy clusters  are 
filled with huge, mostly 
dead galaxies  —meaning 
they have stopped forming 
new stars. Astronomers 
have recently discovered 
several distant “proto
clusters,” the progenitors 
of modern clusters, full 
of young galaxies rapidly 
birthing stars. But the proto
clusters are so big, and their 
galaxies so massive, that 
scientists question how 
they could have grown  
to such a point so early  
in cosmic history. 

FILAMENT FORMATION
Filaments, the largest structures in the universe, are made 
of clusters and superclusters of galaxies that form a web  
of interconnecting threads. The cosmos started off as a sea 
of gas and dark matter; over time gravity caused this diffuse 
material to contract and coalesce into filaments and knots. 

PUZZLING OBSERVATIONS
One recently observed protocluster, the Distant Red Core, 
contains shockingly large galaxies frantically pumping out 
new stars. Yet simulations of the universe based on current 
physics struggle to produce such incredible masses and 
rates of star formation this early—there simply has 
not been enough cosmic time.

© 2020 Scientific American
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Illustration by Ron Miller and Jen Christiansen

than 100 times greater than our telescope’s field of view. 
Other methods of searching, such as systematical-

ly surveying large swaths of the sky, tend to miss star-
burst galaxies because they are often obscured by dust. 
The exceptional stellar growth in starbursts generates 
an overabundance of heavy metals that are produced 
in the explosive deaths of stars. Once dispersed into 
space, heavy elements such as iron, carbon and gold 
collide to form complex dust molecules that absorb 
and obscure ultraviolet and optical light. Think of the 

reddening sun during wildfire season: dust dims hot-
ter, more energetic blue light while letting redder light 
sneak through. The result is that starburst galaxies 
are nearly invisible when viewed with optical and 
ultraviolet telescopes, but they shine like beacons 
when viewed in the cooler infrared spectrum.

All of this means that until recently, the tools to find 
and study protoclusters usually missed a key popula-
tion of galaxies. From the late 1990s through the early 
2010s the Submillimeter Common-User Bolometer 

Billions of years ago
13 12 11 10 8 7 6 5 4 3 2 1 Today

Mature
galaxy clusterYoung galaxy

cluster, based
on simulations

Intermediate
galaxy cluster

Young galaxy
cluster, based on
Distant Red Core
observationsProtocluster core

Protocluster

Dark matter halo
Massive starburst galaxy

Massive quiescent galaxy
Quiescent galaxy

Normal star-forming galaxy

In contrast to the early universe’s 
protoclusters full of blue spiral galaxies 
furiously forming new stars, the fully 
grown galaxy clusters of today contain 
mostly large, spheroidal “red-and-dead” 
galaxies that have ceased star formation. 

Gravity pulls gas and 
matter along filaments 
into larger knots.  
The filaments serve  
as a galaxy super-
highway of sorts, 
guiding matter along 
common paths  
much like a deep 
ocean current. 

Cluster cores grow larger 
over time as galaxies are 
drawn into the center, 
whereas clusters’ outer 
edges contract as gravity 
pulls everything inward. 

The observation of the Distant Red Core 
calls into question the simulation-based 
idea of what a young cluster would look 
like, suggesting that clusters grew bigger 
more quickly than previously thought.
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Array, the Herschel Space Observatory, the South Pole 
Telescope and the Spitzer Space Telescope revolution-
ized our understanding of the dust-obscured universe 
by unveiling millions of galaxies that were previous-
ly invisible. Starting about 15 years ago, astronomers 
began studying the clustering properties of dusty 
starbursts, and they found that these powerhouses 
live preferentially near other large and actively star-
forming galaxies. But the state of technology was still 
behind our ambitions; the resolution of infrared and 
millimeter telescopes was still so low that multiple 
galaxies would get blended into one large object, even 
if those galaxies were far apart but lay along the same 
line of sight. The age of the infrared universe was here, 

but we needed sharper and more sensitive instru-
ments to fully comprehend what we were seeing. 

Finally, in 2013, the Atacama Large Millimeter/
submillimeter Array (ALMA) arrived. High in the 
Chilean desert, this collection of nearly 70 radio dish-
es works together as a single telescope, reaching res-
olutions up to 600 times sharper than that of the Her-
schel telescope. ALMA has transformed many corners 
of astronomy, including galaxy evolution. (I know sev-
eral people with tattoos dedicated to this telescope.) 
The observatory is excellent at detecting dusty, gas-
eous stellar nurseries throughout star-forming galax-
ies. With it, astronomers have discovered systems that 
are both shocking and exciting. 

SURPRISING BEHEMOTHS 
in 2018 two separate teams of astronomers  used ALMA 
to study the brightest infrared objects they could find 
in the distant universe. Each team discovered a differ-
ent conglomeration of dusty, starbursting galaxies that 
were previously blended together, hiding as one in sur-
veys taken by the first generation of infrared telescopes. 
SPT2349-56, a group of 14 galaxies, and the Distant 
Red Core (DRC), a group of 10 galaxies, were both 
found growing and thriving in different corners of the 
universe, when the cosmos was only 10 percent of its 
current age. We see both these budding protoclusters 
undergoing extreme bursts of star formation—each 

group birthing nearly 10,000 times as much stellar 
mass a year as the Milky Way does—across volumes 
only half the size of our Local Group (which includes 
our own galaxy plus Andromeda and several smaller 
galaxies). Estimates of the protoclusters’ individual 
gas reservoirs tell us that if these galaxies continued 
to form stars at such excessive rates, they would 
exhaust their fuel supply in just a few hundred mil-
lion years and become the massive red-and-dead ellip-
tical galaxies that are ubiquitous in fully grown clus-
ters. Moreover, they would complete this cycle well 
before the present era. 

The discovery of these two dust-obscured proto-
cluster cores presented a promising new lens for 

studying cluster growth, but we 
were still missing an important 
part of the picture. The best way 
to “weigh” a galaxy is to measure 
the light from its adult star pop-
ulation, which requires data 
from across the electromagnetic 
spectrum. But until recently, all 
observations of protoclusters liv-
ing in the first two billion years 
of the universe had been con-
ducted within a narrow energy 
spectrum (in either the optical or 
the infrared). Then, in September 
2018, my colleagues and I were 
able to observe, for the first time, 
ultraviolet and optical emission 

from a dusty, starbursting protocluster as seen 12 bil-
lion years ago: the Distant Red Core. Using the Hub-
ble Space Telescope, the Gemini Observatory and the 
Spitzer Space Telescope, we captured the multiwave-
length perspective necessary to more deeply under-
stand this structure’s past and future. 

Waiting for Hubble Space Telescope data can be 
anticlimactic. You know the day that your patch of 
the sky is scheduled for observation, but you have 
no idea when you will actually receive your data: 
you just have to wait for an e-mail notification to tell 
you to check the archive. The day our protocluster 
observations were scheduled, I checked my e-mail 
what felt like every two minutes. I was disappointed 
when it was time to go to bed and nothing had ar -
rived in my in-box. 

The following morning, against my partner’s pro-
tests, I rolled out of bed immediately and went 
straight to my computer to see if the data had at last 
come in. Fortunately, it had been delivered a few 
hours past midnight. I commenced the download, 
dancing impatiently like a child waiting for her turn 
to unwrap presents. Finally, I opened the image. No 
words can describe how it feels to be the first person 
to glimpse a part of the universe that no one else has 
seen. I felt compelled to take a moment to inspect each 
star and galaxy in the field, to acknowledge their exis-
tence. Eventually I snapped back to myself and zoomed 

No words can describe how it feels 
to be the first person to glimpse  
a part of the universe that no one 
else has seen. I felt compelled to 
take a moment to inspect each star 
and galaxy in the field. 
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in on the part of the sky I was interested in. I saw some-
thing remarkable.

This little region of space is violent. At least half of 
the galaxies there were so messily shaped they must 
have recently crashed into other nearby galaxies or 
were still in the process of doing so. When we mea-
sured the population of adult stars in these galaxies, 
we found something incredible—so incredible that it 
may pose a problem for our current understanding of 
the universe. Already at this early era, some of the Dis-
tant Red Core galaxies had formed three times more 
stars than our own Milky Way has—but in just a frac-
tion of the time. Yet simulations of the universe based 
on known physics struggle to produce galaxies this 
massive so early on. This incongruity between simu-
lation and observation exacerbates a problem that we 
have known about since the discovery of dusty, star-
forming galaxies. Modeling the extreme pace and den-
sity of star formation seen in starbursts is difficult 
because physics predicts the simulated galaxies should 
either shred themselves apart or heat up so much that 
they blow out all of the fresh gas needed to grow large 
enough to match what we see today. 

The protocluster as a whole presents another prob-
lem: it is shockingly massive. When I first measured it, 
I could not believe my numbers. I knocked on doors in 
my department to make sure I was doing the calcula-
tions right. Two weeks later I brought the results to a 
conference to show my collaborators. One said, “There 
must be a bug in your code.” Another asked, “Are you 
sure you’re not double counting somewhere?” (Turns 
out there was a small bug in my code, but it was not 
enough to explain the huge measurement.) Eventual-
ly, after double-checking my calculations and trying 
out different methods, the measurements became 
undeniable. The Distant Red Core seems to be too big 
for our universe. We do not know how it could have 
gotten so large in such a short time.

To better understand its bulk and how much mass 
was in the form of stars, we zeroed in on the size of 
the dark matter halo around this protocluster. Dark 
matter is the most abundant form of matter in any 
given galaxy and in the universe as a whole. All gal-
axies and clusters are thought to be surrounded by 
blobs, or halos, of this mysterious stuff. And although 
it is invisible and poorly understood, dark matter 
leaves a clear gravitational signal. There are a variety 
of ways to infer the amount of dark matter in a given 
astronomical object, and to cover those methods 
would require an additional article (or five). 

Suffice it to say, we weighed the dark matter com-
ponent of the Distant Red Core, and according to our 
simulations, it contains nearly the largest allowable 
halo mass at that period in the history of the universe. 
This apparent overabundance of dark matter means 
that the DRC may be so large that it violates the laws 
of our universe as we understand them. When we 
fast-forward our simulations to estimate what the 
DRC may look like after evolving 12 billion years to 

the present day, we find that it may grow to be larger 
than the largest known galaxy cluster, El Gordo. 
Although we have a healthy margin of error on our 
dark matter calculation (meaning it could be overes-
timated), the discrepancy looks even worse when we 
consider the fact that our observations are capturing 
only a small percentage of the likely galaxy cluster 
members; there are probably more galaxies in the 
DRC that were simply out of the narrow field of view 
of our telescopes and thus not included in our calcu-
lations. This mismatch most likely will grow as we 
continue surveying and studying this protocluster. 

RETHINKING THE TIME LINE
our investigation of the distant red core , along with 
the discoveries of other potentially similar protoclu-
sters, forces us to reconsider our understanding of 
galaxy cluster formation. Because the galaxies in clus-
ters are likely to be some of the first galaxies ever, we 
must determine how such massive objects can form 
so quickly. Doing so is not just an issue of constrain-
ing the physical mechanics and chemistry of star for-
mation inside the first galaxies. It is also a matter of 
investigating the timing of the conditions that lead 
dark matter to gravitationally collapse into halos, 
seeding galaxies. Is it possible that galaxies and struc-
ture began forming earlier in the universe than we 
thought? What does that mean for our understanding 
of the formation of the first elements? Could these gal-
axies have forged the right ingredients to build stars 
with habitable planets around them—and perhaps 
hosted some of the first forms of life in the universe?

Some of these questions probably will not be 
answered during my lifetime, but I and other astro-
physicists are working hard and fast to address the 
others. Already we are carrying out more observations 
of these known protoclusters across the electromag-
netic spectrum. We are also developing new methods 
for identifying large samples of dusty protocluster 
candidates. With more examples, we may be able to 
determine whether protoclusters such as the Distant 
Red Core are examples of a common, yet previously 
invisible, phase of galaxy evolution that all clusters go 
through or just rarities. Observers and theorists are 
forming new collaborations to learn how early in the 
history of the universe conditions were right for pro-
toclusters akin to those we have discovered—pockets 
of space overdense with tremendous rates of star for-
mation and outsize masses. 

The best way to test our physical models is to look 
at extremes. In the next few years these colossal con-
gregations of exceptional galaxies will be putting 
humanity’s grasp on the cosmos to the test.  

F R O M O U R A R C H I V E S 

Back in Time.  Dan Coe; November 2018.
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The Immune Havoc 
COVID-19

The virus flourishes by undermining  
the body’s chemical defense system 

By Akiko Iwasaki and Patrick Wong
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 We may well remember the 21st century In two halves: the tIme 
before SARS-CoV-2 and the time after. Despite decades of warn-
ings about the potential for a deadly global pandemic, public 
health systems worldwide were completely outmatched. The first 
 COVID-19 patients were admitted to a hospital in Wuhan, China, 
on December 16, 2019, and several of them died. Many Americans 
assumed that even if China failed to contain the virus on its own 

soil, the span of an ocean would protect them. This complacent view ignored the fact that previ-
ous coronavirus outbreaks—caused by SARS-CoV (for severe acute respiratory syndrome coro-
navirus) and MERS-CoV (for Middle East respiratory syndrome coronavirus)—reached several 
continents; MERS-CoV has yet to be eradicated. And so SARS-CoV-2 arrived on American shores 
in early 2020. The public health response was chaotic and varied from region to region. Some cit-
ies and state governments invoked stay-at-home orders and mask-wearing mandates. Others sim-
ply hoped for the best. At the timing of writing, 1.3 million had died globally. 

Despite the disorganization at the national level, medical pro-
fessionals and research scientists launched an all-out effort to 
counter the new threat even before it arrived in the U.S. Less than 
a year later this global collaboration has generated unprecedented 
insight into the coronavirus and its impact on the human body. 
We are now beginning to understand why SARS-CoV-2 results in 
wildly different degrees of illness. Some people exhibit no symp-
toms; others develop a cough or a fever. Most gravely, some frac-
tion of patients suffer a life-threatening pneumonia and a condi-
tion called acute respiratory distress syndrome (ARDS). 

Researchers now know that the virus, like SARS-CoV and 
MERS-CoV, can provoke the immune system to misfire—and the 
resulting inflammation may lead to ARDS and an array of peril-
ous symptoms. Readily available clinical tests show clear evidence 
of high levels of immune proteins—IL-6, TNF-α and CRP—in the 
blood of seriously ill patients. A few months into the course of the 
pandemic, the welcome but limited success of broad immune-
suppressing drugs, such as the corticosteroids prednisone and 
dexamethasone, confirmed suspicions that in the sickest patients 
the immune system had gone into hyperinflammatory overdrive. 
These same anti-inflammatory treatments were widely used for 
severe infections with the preceding coronavirus outbreaks. 

We now know that in a certain fraction of  COVID patients, an 
unbridled immune response causes damage throughout the body, 

producing blood clots, heart damage and even organ failure. The 
most severe cases require hospitalization in intensive care units. 
The standard retinue of steroids are not enough for treating 
severe  COVID: these patients will require more targeted treat-
ments. We also badly need rapid tests that can examine tissue 
samples for biological indicators, or biomarkers, that predict the 
course of the disease—for example, the likelihood that a patient 
diagnosed with mild  COVID will go on to develop a severe case. 

 IMMUNOLOGICAL MISFIRES 
DevelopIng bIomarkers  and drug treatments requires a deep under-
standing of how SARS-CoV-2 interacts with cells throughout the 
body and how the immune system then responds to the virus’s 
arrival. This past spring our laboratory, in collaboration with many 
others, began to examine the dysregulated immune reactions that 
underlie severe COVID cases. We knew when we started that the 
immune system choreographs an intricate chain of events in 
response to invading pathogens. We also knew that if any of the 
steps in the immune response are mistimed, it can lead to exagger-
ated levels of inflammation that damage the body’s own tissues. 

The immune system has in its arsenal a fast, emergency re-
sponse and a slower but longer-lasting defense against viruses, 
bacteria, fungi and other pathogens. The “innate” immune sys-
tem acts as a first responder. Some receptors on and inside these 

Patrick Wong  is a graduate student in the Iwasaki 
Lab at Yale University. 

Akiko Iwasaki  is Waldemar Von Zedtwitz professor in the 
department of immunobiology and the department of mol
ecular, cellular and developmental biology at Yale University 
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immune cells sense invaders, activating 
an elaborate signaling cascade using pro-
teins called cytokines. The cytokines warn 
nearby cells to put up defenses, initiate 
the death of an infected cell or heighten 
the alarm to bring in other types of cyto-
kines. Innate immune cells also summon 
certain white blood cells to build more du-
rable immunity to the pathogen. Within a 
week or two these members of what is 
called the “adaptive” immune system be-
come active by increasing levels of highly 
targeted antibodies and T cells that even-
tually disable or kill an invader. 

In most COVID patients, the innate im -
mune system performs as it evolved to, 
disarming and killing SARS-CoV-2. In 
about 5  percent of cases, however, the 
body’s counterattack does not proceed as 
planned. When this carefully timed cas-
cade of signals goes awry, innate immune 
cells react by making too many cytokines. 
The overproduction of diverse signaling molecules in COVID-19 
resembles “cytokine storms” that turn up in other medical con-
ditions and were thought to be a factor in severe COVID. The 
most recent research suggests that, in most cases, inflammation 
differs from that of a cytokine storm, even though it still poses 
a threat to patients. It can bring about ARDS, resulting in last-
ing damage to the lung or other tissues. It can also lead to the 
buildup of fibrin, a protein that causes clotting. If this were not 
enough, it can induce fluid leakage from blood vessels, trigger-
ing respiratory failure. 

Viruses harness the human cell’s machinery to reproduce 
themselves. One innate immune system strategy undermines the 
virus’s ability to multiply, but it appears to falter against SARS-
CoV-2. In recent months researchers have devoted attention to 
a class of cytokines known as interferons, a first line of defense 
that can block the various steps of viral replication in a cell. Rapid 
production of type  I interferon (IFN-I) by the im  mune system 
may enable a virus to be brought under control and check any 
progression beyond mild disease. But some studies suggest that 
in older adults or patients ex  posed to large amounts of a virus, 
the immune system may lag in its response, allowing the virus 
to continue reproducing. Further, when interferons finally do 
arrive on the scene, they may overreact, spurring the manufac-
ture of high levels of diverse cytokines, which can lead to inflam-
mation and severe illness. Measuring the interferon response 
may furnish vital knowledge about whether a  COVID-19 case will 
progress to a life-threatening illness, and it may provide clues 
about how to treat the infection.

The science is still in flux, however, and there are many ways 
the immune response could run askew. For example, the virus may 
hamper a person’s ability to make interferons. Alternatively, a 
given patient might produce less IFN-I because of genetic factors. 
It is even possible for a person’s immune response to be so erratic 
that their body makes antibodies against IFN-I. We and others are 
investigating the presence of these “autoantibodies” as a possi-
ble cause of long-term  COVID symptoms. Detection of autoanti-
bodies could serve as a useful biomarker to predict whether a 

patient’s condition will worsen. Some patients might also benefit 
from an infusion of lab-made interferon, and clinical trials of such 
treatments have already begun, but the results are still unclear. 

 AN INFLAMMATORY ERUPTION 
cytokIne storms  made headlines in severe cases of the previous 
coronaviruses (SARS-CoV and MERS-CoV), so when SARS-CoV-2 
emerged it was natural for scientists to suspect that a similar 
mechanism was at play. Early in the pandemic, physicians did 
detect elevated cytokines in patients, but the amount of these 
proteins and the subsequent inflammatory state they evoked dif-
fered from that of a classic cytokine storm. 

Whipping around inside these patients were high levels of 
cytokine proteins that, depending on the cell receiving them, 
could lead to a range of outcomes, some of them detrimental. 
Some cytokines, such as IL-6, TNF-α, IL-1β and IL-12, amplify in -
flam mation and tissue damage. Diane Marie Del Valle of the 
Icahn School of Medicine at Mount Sinai and her colleagues 
reported significantly elevated levels of some of these cytokines 
in the blood of nearly 1,500 patients from the New York City area. 
Findings from this group indicated that abnormally high levels 
of IL-6 and TNF-α could serve as reliable predictors of disease 
severity and death.

We saw the same changes in the patients we were tracking. 
Moreover, our lab and others began to recognize some unusual 
outliers among patients’ cytokine profiles compared with a typ-
ical cytokine storm. We observed high levels of IL-5 and IL-17, 
cytokines not classically associated with antiviral immune activ-
ity. Instead these cytokines initiate a seemingly misguided 
response—one better suited for infections by parasites and fungi. 
We have yet to understand whether this response causes damage 
to tissue or just diverts resources the body needs to fight the virus.

In some   COVID patients we also found elevated levels of che-
mokines, a subclass of cytokines that guide immune cells to 
where they are needed. High concentrations of the chemokines 
CCL2, CCL7, CXCL9 and IL-8 generated at infection sites served 
as a rallying trumpet. Not only were cytokines and other immune 

LABORATORIES  the world over have adapted their research to target the fight 
against COVID-19. In Siena, Italy, a biosafety lab develops an antibody test. 
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messengers causing local damage, chemokines were also calling 
in cells from throughout the body to join the fray. 

To identify the source of tissue damage, a number of research 
groups decided to look at cells in the blood and lungs. In the field 
of immunology, we commonly use flow cytometry, a technique that 
allows us to tag subsets of cells in the blood with fluorescent anti-
bodies. Using these markers, our group was able to detect a sizable 
shift in the populations of immune cells circ ulating in patients, as 
compared with healthy donors. Two innate immune cell types—
monocytes and neutrophils—were particularly abundant. 

To take one example: In healthy donors, monocytes make  
up between 10 and 20 percent of peripheral blood mono  nu clear 
cells, a category of commonly studied white blood cells. But  
in COVID patients, we often found that the proportion of  

monocytes exceeded the normal range by threefold or more.
As an integral component of the innate immune system, mono-

cytes normally patrol the blood and arrive first on the scene to 
eliminate or sequester pathogens. When they sense a microbial 
threat, the cells can respond by differentiating into macrophages 
and dendritic cells—specific types of white blood cells. Macro-
phages consume pathogens and cellular debris. Dendritic cells 
identify and flag a pathogen for other immune cells to respond to.

To ensure that the immune system does not overreact, levels 
of monocytes are usually tightly regulated, but this control is lost 
in severe  COVID cases. In the worst disease outcomes, mono-
cytes and macrophages infiltrated the lungs. When Mingfeng 
Liao and others at the National Clinical Research Center for 
In fectious Disease in Shenzen, China, peered into the lungs of 

Three Ways COVID-19 
Subverts the Immune System 
A virus devises ingenious strategies  to outwit the body’s defenses. 
SARS-CoV-2, the virus that causes COVID-19, is adept at circumvent-
ing the body’s intricately coordinated counterattack of immune cells 
and proteins. The virus’s evasive tactics can lead to raging inflamma-
tion that damages tissue—not only in the lungs but throughout the 
body. SARS-CoV-2, by unknown means, also interferes with T cells 
that kill infected cells. Therapies under development are designed 
to restore the immune system’s normal antiviral function. 

Self-Defense, Fast and Slow 
The immune system mounts an immediate and a long-term response to invading 
pathogens. Rapid-response cells and proteins sound an alarm and organize 
chemical defenses to extirpate microbial invaders. Later, within a week or two, 
white blood cells—T cells and antibody-making B cells—multiply and move to the 
sources of infection, providing a long-lasting response if a pathogen reappears. 

Innate Immunity and Inflammatory Storms 
When the innate immune system works as it should, it disarms and destroys 
the SARS-CoV-2 virus. But the novel coronavirus is able to bypass this finely 
calibrated process, and chaos results in its wake. Too many of the signaling 
proteins, called cytokines, then descend on an infection site, exacerbating 
damage. Inflammation in infected lung cells damages tissues, and nearby 
blood vessels start to leak and fluid enters the lung cavity. 
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severe  COVID patients (by sampling cells in fluid from the lower 
respiratory tract using a technique called bronchial alveolar 
lavage, or BAL), they found an abundance of monocytes and mac-
rophages. In agreement with some other findings, both cell types 
expressed cytokines at comparable levels to those found in severe 
inflammation. Assuming cytokines, largely produced by mono-
cytes and macrophages, are responsible for enhancing all of this 
damage, interventions that block their inflammatory activity 
might prevent severe infection. 

If cytokines are in fact major drivers of severe  COVID, it would 
be logical to try to reduce their presence in patients. There are 
drugs that do this: tocilizumab, for example, is a therapeutic that 
blocks the receptor where a major cytokine called IL-6 docks. 
Unfortunately, clinical trials with tocilizumab show lit  tle evi-

dence of improving disease outcomes. A growing number of sci-
entists and clinicians have therefore begun to look beyond just 
cytokine storms for a more complete explanation for the dam-
aging hyperinflammatory responses in  COVID-19. 

An additional contributor to  COVID-19 immune pathology may 
be a peptide, or small protein, called bradykinin. By reanalyzing 
lung-fluid data from patient BAL samples, Michael R. Garvin of Oak 
Ridge National Laboratory in Tennessee and his colleagues formu-
lated a hypothesis that bradykinin may, like cytokines, induce an 
inflammatory response. These “bradykinin storms” can, in fact, be 
exacerbated by inflammatory cytokines. In excess, bradykinin may 
lead to massive dilation of blood vessels and many of the surpris-
ing symptoms seen in   COVID pa  tients, such as cardiac arrhythmias 
and sudden cardiac arrest. Researchers also began to find massive 

Spider Web–Like Microbe Traps 
Pathogen-ingesting white blood cells called neutrophils expand to excess 
levels in some  COVID-19 patients’ blood. Their presence can help predict 
progression to severe disease. These cells can extrude weblike fibers—
neutrophil extracellular traps (NETs)—that sequester and eliminate viruses 
and other pathogens. But with severe inflammation, NETs can turn toxic and 
produce blood clots and damage to lung cells. 

Lasting Protection and the Loss of T Cells 
The adaptive immune response triggers production of T cells, which arrive 
to fight the virus with some lag time after an initial infection. T cells move 
to infected cells from lymph nodes after being called into action by dendritic 
cells. In  COVID-19, the number of T cells able to come to the scene to take on 
virus-fighting roles is greatly diminished for unclear reasons that researchers 
continue to investigate. 
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increases in the production of hyaluronic acid in very ill patients. 
Aggregates of this molecule can hold remarkable amounts of water. 
Postmortem analyses of heavily saturated lungs have shown that 
the combination of these conditions, along with the leakage of fluid 
from blood vessels, has proved fatal for some patients. 

The involvement of bradykinin in  COVID-19 requires further 
confirmation. Direct measurement of the peptide remains extremely 
difficult. But some success from an exploratory study with icatibant, 
an inhibitor of a bradykinin receptor, lends weight to the hypoth-
esis that lower levels of the peptide may alleviate severe illness.

 ROGUE MICROBE TRAPS
braDykInIn also turns up  in another inflammatory pathway 
found in patients’ blood. Neutrophils, which in  gest pathogens, 
can activate bradykinin production. Various labs, including our 
own, have found neutrophils to be plentiful in some patients’ 

blood. High circulating levels of a cytokine called IL-8 in COVID-
19 can attract neutrophils to sites of infection, including the 
lungs, and assist in increasing the numbers of these cells as well. 
Crucially, the presence of elevated neutrophils on the first day of 
hospitalization reliably predicts later admission to the ICU.

Recent papers suggest why neutrophils may be a culprit in 
 COVID-19 pathology. These cells extrude neutrophil extracellu-
lar traps (NETS), which consist of webs of DNA, antimicrobial 
proteins and enzymes that sequester and kill pathogens. Unfor-
tunately, NETS can also damage tissue. 

Looking at lung autopsy specimens, Moritz Leppkes of Fried-
rich-Alexander University in Germany and his colleagues discov-
ered striking blockages of small blood vessels by aggregated NETs. 
They also observed NETs in the blood vessels of kidney and liver 
samples. In addition to physical obstructions, NETs can degrade 
proteins that inhibit blood coagulation, contributing to the high 

Our Lab’s Makeover 
On March 1,  New York City confirmed its 
first case of  COVID-19, in what would 
eventually become the most devastating 
series of community-acquired infections 
in any city in the U.S. Just 80 miles away, 
we waited in New Haven, Conn., for  
Yale University to confirm an impending 
shutdown, which happened on March 18. 
In many ways, our initial experiences  
mirrored those of all Americans placed 
under state lockdowns. Undergraduates 
were instantly sent home. Postdocs  
and graduate students were prohibited 
from working in shuttered laboratories. 
As coronavirus spread across the globe,  
university departments full of trained  
scientists were sidelined—though  
not for long. Our lives were about to 
change dramatically. 

In the same breath, scientists at all 
levels in academia laugh about and 
lament the gossamer-thin line separating 
our research lives from our personal lives. 
The arrival of a global pandemic erased 
that boundary for those of us who chose 
to shift our research to address SARS-
CoV-2. The sudden influx of patients and 
the urgency of the pandemic eliminated 
the luxury of planning experiments or lei-
surely reading papers. We rapidly shifted 
from investigating the immune response 
in cancer, herpes and influenza infection 
to uncovering its role in  COVID-19. Of 
course, home lives were upended as well.

As a lab that specializes in the immune 
responses against viral infections, we 
were ready to contribute our insights—or 

at the very least our knowledge of the 
immune system and our skills in working 
with sophisticated lab equipment. In a 
flurry of activity, our facility began collab-
orations with doctors, nurses and admin-
istrators across multiple schools and 
departments at the university and the 
Yale New Haven Hospital. As soon as the 
first patients started to roll in, we had a 
chance to contribute to helping under-
stand how SARS-CoV-2 makes us sick. 

Our newly formed team, called IMPACT 
( I mplementing  M edical and  P ublic Health 
 A ction against  C oronavirus CT), per-
formed numerous PCR (polymerase chain 
reaction) tests daily to supplement our 
area’s capacity for testing suspected cases 
of  COVID-19. Compared with reports of 
two-week turnarounds from commercial 
testing facilities, we were blazingly fast, 
with samples arriving in the early after-
noon and results available less than 12 
hours later. Although we did not realize it 
at the time, this pace was to become the 
new norm for research in the lab and rep-
resented only our first steps in a pivot 
toward SARS-CoV-2 research. 

Academic research typically proceeds 
at a slower, more considered pace, but 
doing science in the time of  COVID-19 
required us to be just as careful in a fraction 
of the time. Our efforts to pitch in with PCR 
testing blossomed into a comprehensive 
study of the immune cell changes occur-
ring in SARS-CoV-2-infected patients. We 
received batches of patients’ blood daily, 
and within hours we translated these crim-

son tubes into hard data. From each patient, 
we took a sample roughly every four days, 
and over the course of months we assem-
bled these daily snapshots into a compre-
hensive record of the immune system’s 
fight against SARS-CoV-2. Most important, 
we were learning in real time what turned 
a bad infection into a lethal one. 

At the same time, all across the world, 
other labs were racing to perform similar 
experiments. As you can expect, these par-
allel efforts can generate comparable data 
and—more often than you would like—
conflicting numbers. But when dealing 
with patients, it is extremely important to 
validate a discovery from one lab with the 
work of another and another on top of that.  

People are unique and so, too, are their 
medical treatments, their underlying con-
ditions and other factors outside of our 
ability to accurately track, such as how 
much virus they were exposed to. It is a 
testament to the robustness of our scien-
tific enterprise that researchers around the 
globe came to similar conclusions. 

The pandemic has also changed the 
way we disseminate our findings. Instead 
of waiting for months to publish our work 
in peer-reviewed journals, scientists quick-
ly shared their findings through preprint 
servers such as BioRxiv and MedRxiv. This 
enabled rapid exchange of information 
and ideas in real time and changed aca-
demic publication practices overnight. 
 COVID-19 has brought about a fundamen-
tal transformation in the way that basic 
research is conducted.  — A.I. and P.W. 
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levels of clotting in severe cases. Acknowledging a possible role 
for these aggregates, McGill University has announced a pilot 
study of a cystic fibrosis drug that clips apart the DNA in NETs. 

These varied studies have made it apparent that SARS-CoV-2 
turns the immune system against itself. Innate immune de  fenses—
cytokines, mono cytes, neutrophils and others—spin out of con-
trol. The adaptive immune system also goes off-kilter.  One of the 
most apparent differences between the blood of some COVID 
patients and healthy individuals is the stark loss of T  cells, key 
components of long-term adaptive immunity. 

Researchers have observed that T  cells from patients with 
moderate disease behave differently than those from severely ill 
patients. Normally T  cell populations that target a specific in -
vad er, or antigen, grow more abundant as a protective measure, 
but this was not the case in the sickest patients. 

There are two types of T  cells—those that directly eliminate 
virus-infected cells and those that coordinate a response to an 
invader after receiving signals from 
cytokines. Loss of both types has been 
ob  served in hospitalized  COVID pa -
tients, but it also occurs in other respi-
ratory infections. Diminished cell levels 
persist, however, for an exceptionally 
long time—up to weeks in some  COVID 
patients. From research with other 
respiratory viruses, we know T  cells  
can travel from the blood into infected 
tissues. Patients with these viruses show 
elevated levels of chemokines, such as 
CXCL9 and CXCL10, which direct T cells to infected sites. While 
we found plenty of chemokines in the blood of COVID patients, we 
did not find a similar abundance of T cells. 

A number of studies have investigated the lungs of patients 
with severe COVID, where the virus has taken up residence. With 
a ge  netic sequencing method called single-cell RNA-seq, re -
searchers identified several subsets of immune cells, including 
a sizable cluster of T cells. But this finding did not provide a full 
explanation. Neither these lung experiments nor autopsy stud-
ies looking at multiple organs could account for the low T  cell 
numbers overall in the blood. It was likely these missing cells 
simply died, and indeed many research groups have found evi-
dence to support this conclusion. 

How then are T  cells disappearing?  COVID patients had an 
expanded number of T cells bearing receptors that indicated that 
the cells were susceptible to an early demise. Another possibil-
ity is that the bone marrow might not make enough of the pre-
cursor cells that give rise to T  cells, which could diminish the 
pool of mature cells. Studies of aging and other diseases have 
established firm evidence that cytokines modulate the bone mar-
row’s production of T  cells. A similar connection has yet to be 
definitively proved in  COVID-19, despite the presence of the same 
inflammatory cytokines. Finally, it is possible that the virus itself 
is directly killing T  cells. Testing these competing hypotheses 
may lead to therapies that can enhance T cell numbers.

Many of the severe immunological manifestations seen in 
 COVID-19—drastically elevated cytokines, inflammatory cells 
that infiltrate the lungs, NETs and diminished numbers of white 
blood cells—appear in other serious viral respiratory infections. 
SARS-CoV-2 presents its own special challenges. What stands out 

is its unprecedented spread during the presymptomatic phases 
and among asymptomatic people who never show symptoms. 

SARS-CoV, the virus responsible for the 2003 epidemic, has 
a relatively late viral peak of 10 days after the onset of symptoms. 
MERS-CoV’s viral load peaks seven to 10 days after symptoms 
set in. But SARS-CoV-2’s viral load tops out three to five days after 
symptoms begin. The early peak translates to extremely high 
viral levels even before symptoms appear (which for most peo-
ple happens four or five days after exposure). These numbers 
mean an infected person can spread significant amounts of virus 
before feeling even the smallest tickle in the throat. 

The wide array of organ systems involved in  COVID symp-
toms also seems unique among respiratory viruses. SARS-CoV-2 
can cause loss of smell, brain fog, gastrointestinal problems, 
blood clots, cardiovascular problems and even “ COVID toes.” The 
virus can also infect neurons in the brain. Among those who 
recover, tissue damage can linger for months. 

These observations may not be entirely surprising. Three cell 
types that make up blood vessels—endothelial cells, pericytes and 
vascular smooth muscle cells—wind through every tissue. All of 
them are studded with the ACE2 receptor, the portal through 
which SARS-CoV-2 enters cells. They practically lay out the wel-
come mat for SARS-CoV-2. Making matters worse, cytokine and 
bradykinin storms can damage tissue made up of these cells. 

Even though the earlier coronavirus, SARS-CoV, uses the same 
receptor and can cause cytokine storms and ARDS, there are few 
reports of the sort of serious extrapulmonary injuries caused by 
 COVID-19. The viruses are an 80 percent genetic match; it is rea-
sonable to suspect that the other 20  percent of their genomes 
accounts for the differences between them. But a simpler expla-
nation might be that SARS-CoV-2 has infected more than 6,700 
times as many people as its eponymous predecessor and has done 
so before the eyes of the world’s scientific community. 

The past nine months of discovery and innovation stand as 
testament to the dedication of scientists and medical profession-
als. The research and medical communities have never been 
more united in their efforts—and never before has the transition 
from lab bench to patient bedside proceeded as rapidly as in the 
current climate. This legacy will remain after the success or fail-
ure of any of the hundreds of  COVID-19-related treatment trials. 
These innovations will persist to counter future pandemics. 

Never has the transition from lab 
bench to patient bedside proceeded as 

rapidly—a legacy that will remain to 
help counter future pandemics.
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How to Boost Your Immunity. Claudia Wallis; July 1, 2020. 
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A persistent fAlsehood hAs been circulAting on sociAl mediA: 
the number of  COVID deaths is much lower than official statistics, and therefore 
the danger of the disease has been overblown. In August, President Donald Trump 
retweeted a post claiming that only 6 percent of these reported deaths were actu-
ally from  COVID-19. (The tweet originated from a follower of the debunked con-
spiracy fantasy QAnon.) Twitter removed the post for containing false informa-
tion, but fabrications such as these continue to spread. In September outgoing U.S. 
Representative Roger Marshall of Kansas—now incoming senator—complained 
that Facebook had removed a post in which he claimed that 94 percent of  COVID-19 
deaths reported by the Centers for Disease Control and Prevention “were the 
result of 2-3 additional serious illnesses and were of advanced age.” 

President Trump and other conspiracy fantasists 
touted the fake claim that COVID death counts  
are exaggerated. But three kinds of evidence point 
to more than 250,000 deaths 

By Christie Aschwanden 

P U B L I C  H E A LT H

THE VERY 
 REAL  
 DEATH 
 TOLL of  
 COVID-19 
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Now some facts: Researchers know beyond a doubt that the 
number of  COVID-19 deaths in the U.S. surpassed a quarter of a 
million people by November 2020. This number is supported by 
three lines of evidence, including death certificates. The inaccu-
rate idea that only 6 percent of the deaths were really caused by 
the coronavirus is “a gross misinterpretation” of how death certif-
icates work, says Robert Anderson, chief mortality statistician at 
the cdc’s National Center for Health Statistics. 

The scope of the coronavirus’s deadly toll is clear, even if the 
exact toll varies by a small fraction depending on the reporting sys-
tem. “We’re pretty confident about the scale and order of magni-
tude of deaths, but we’re not clear on the exact number yet,” says 
Justin Lessler, an infectious disease epidemiologist at the Johns 
Hopkins Bloomberg School of Public Health. To understand why 
the figures converge, even if they contain some uncertainty, it is 
important to know how they are collected and calculated. 

The first source of death data is called case surveillance. Health-
care providers are required to report cases and deaths from certain 
diseases, including measles, mumps and now  COVID-19, to state 
health departments, which pass this information along to the cdc, 
Anderson says. The surveillance data are a kind of “quick and dirty” 
accounting, says Shawna Webster, executive director of the Nation-
al Association for Public Health Statistics and Information Systems. 
States gather all the information they can on these diseases, but this 
is the first pass—no one has time to double-check the information 
or look for missing laboratory tests, she says. For that, you have to 
look for the next source of information: vital records. 

This second line of evidence comes from the National Vital Sta-
tistics System, which records birth and death certificates. When 
somebody dies, a death certificate is filed in the state where the 
death occurred. After the records are registered at a state level, they 
are sent to the National Center for Health Statistics, which tracks 
deaths at a national level. Death certificates are not filed in the sys-
tem until outstanding test results are in and the information is as 
complete as possible. By the time a record gets to the vital records 
system, “it is as close to perfect as it’s going to get,” Webster says. 

A physician, medical examiner or coroner fills out the cause of 
mortality on the death certificate. That specialist is instructed to 
in clude only conditions that caused or contributed to death, Ander-
son says. One field lists the sequence of events leading to the death. 
“What we’re really trying to get at is the condition or disease that 
started the chain of events leading to the death,” Anderson says. 
“For  COVID-19, that might be something like acute respiratory dis-
tress due to pneumonia due to  COVID-19.” A second part of the cer-
tificate lists other conditions that may have contributed to the death 
yet were not part of the sequence of events that led up to it, he says. 
These are called comorbidities, and although they can be contrib-
uting factors, they cannot be directly involved in the chain of cause 
and effect that ended in death. Medical conditions such as diabe-
tes or heart disease are common comorbidities, and they can make 
a person more vulnerable to the coronavirus, Anderson says, “but 

the fact is: they’re not dying from that preexisting condition.” 
“When we ask if  COVID killed somebody, it means ‘Did they die 

sooner than they would have if they didn’t have the virus?’ ” Lessler 
says. Even a person with a potentially life-shortening condition 
such as heart disease may have lived another five, 10 or more years, 
had they not become infected with  COVID-19. 

The 6 percent number touted by Trump and QAnon comes from 
a weekly cdc report stating that in 6 percent of the coronavirus 
mortality cases it counted,  COVID-19 was the only condition list-
ed on the death certificate. That observation most likely means that 
those death certificates were incomplete because the certifiers gave 
only the underlying cause of death and not the full causal sequence 
that led to it, Anderson says. Even someone who does not have 
another health condition and dies from  COVID-19 will also have 
comorbidities in the form of symptoms, such as respiratory failure, 
caused by the coronavirus. The idea that a death certificate with 
ailments listed in addition to  COVID-19 means that the person did 
not really die from the virus is simply false, Anderson says. 

The surveillance and vital statistics data provide a pretty good 
picture of how many deaths are attributable to the coronavirus, but 
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COVID Has Become  
the Third Leading Cause 
of Death in the U.S.
In 2020 it killed more people than  
the flu and also surpassed stroke,  
Alzheimer’s and diabetes

A Few Fateful Months Stymied  
Decades of Medical Gains
A larger share of the U.S. population died in the first nine months  
of 2020 than in any of the past 50 years, a period of declining mortality 
because of health-related improvements.

Christie Aschwanden  is a science writer in Colorado and 
author of  Good to Go: What the Athlete in All of Us Can Learn 
from the Strange Science of Recovery  (W. W. Norton, 2019). 
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they do not capture all of them, and that is where the final line of 
evidence come in: excess deaths. They are the number of deaths 
that occur above and beyond the historical pattern for that time 
period, says Steven Woolf, a physician and population health 
researcher at the Virginia Commonwealth University School of 
Medicine. In a paper published in October 2020 in  JAMA,  Woolf 
and his colleagues examined death records in the U.S. from March 1 
through August  1 and compared them with the expected mortali-
ty numbers. They found that there was a 20 percent in  crease in 
deaths during this time period—for a total of 225,530 excess 
deaths—compared with previous years. 

Two thirds of these cases were attributed to  COVID-19 on the 
death certificates, and Woolf says there are two types of explana-
tions for the rest: Some of them were  COVID-19 deaths that sim-
ply were not documented as such, perhaps because the person died 
at home and was never tested or because the certificate was mis-
coded. And some of the extra deaths were probably a consequence 
of the pandemic yet not necessarily of the virus itself. For instance, 
he says, imagine a patient with chest pain who is scared to go to 
the hospital because he or she does not want to get the virus and 

then dies of a heart attack. Woolf calls this “indirect mortality.” “The 
deaths aren’t literally caused by the virus itself, but the pandemic 
is claiming lives,” he says. 

The numbers in Woolf’s study come from provisional death data, 
the kind that the cdc has not yet checked for miscoding or other 
issues. What builds his confidence in these results, however, is that 
they have been replicated numerous times by his group and oth-
ers. “All serious analyses of these data are showing that the num-
ber of deaths we’re hearing on the news is an undercount,” he says. 

COVID-19 is now the third leading cause of death in the U.S., 
and the toll continues to rise as cases, hospitalizations and fatali-
ties surge across the country. The complete number may never be 
known, even after the pandemic ends, but already it is a stagger-
ing number of lives cut short. 
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Eight Persistent COVID-19 Myths and Why People Believe Them.  Tanya Lewis; 
November 2020. 
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April Was the Cruelest Month  
as COVID Became Exponential
The U.S. experienced the highest monthly death rate of the past two decades in 
April 2020. Rates dropped in May and June, then began climbing up again in July.

COVID Outpaced Seven Top Killers in 2020
This chart shows deaths per week for the top 10 causes of death—per 2017 
annual rankings—plus COVID-19 and a provisional category for abnormal 
clinical and lab findings. (This category includes cases pending COVID-19 test 
confirmation and may be revised later by public health officials.) In the last two 
weeks of April, more Americans died from COVID-19 than from heart disease.
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The most comprehensive study of the iconic Jurassic Park dinosaur  
reveals a very different animal from the one the movie portrayed 

By Matthew A. Brown and Adam D. Marsh

 THE REAL 
DILOPHOSAURUS 
PA L E O N TO LO G Y

Illustration by Chase Stone 
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In the summer of 1993 dinosaurs and paleontologists explod-
ed onto movie screens around the world. Adapted from the 1990 
Michael Crichton novel,  Jurassic Park  made instant stars, and 
villains, of several little-known species. Names such as  Velocirap-
tor  and  Dilophosaurus  joined  Tyrannosaurus  and  Triceratops  in 
the public lexicon. The dinosaurs of action movies are typically 
not the animals that scientists know from nature. Yet one of the 
elements that made the  Jurassic Park  franchise so successful (it 
broke box office records in 1993 and topped the charts again in 
the summer of 2020) was its narrative reliance on the state of the 
art in paleontology and genetics. Author Crichton and director 
Steven Spielberg brought a modern look at dinosaur science to 
audiences for the first time, and the image they portrayed of 
active, intelligent animals still resonates today. 

Of course, Crichton and Spielberg took artistic liberties to tell 
a compelling story, dramatizing not only the scientists but also the 
dinosaurs. The animal that departed most from the fossil evidence 
was  Dilophosaurus.  In the movie, it takes the form of a golden 
retriever–sized creature with a rattling frill and venomous spit that 
kills the computer programmer–turned–dinosaur embryo smug-
gler, Dennis Nedry. What was  Dilophosaurus  really like? 

In truth, scientists did not have a complete picture of this ani-
mal back when it entered pop culture. But in the nearly three 
decades since  Dilophosaurus  got the Hollywood treatment, 
researchers have recovered significant new fossil specimens of 
this dinosaur and analyzed all of the remains with increasingly 
sophisticated methods. As a result, we can now reconstruct this 
dinosaur—its appearance and behavior, how it evolved, the world 
it inhabited—in detail. The findings show that the real  Dilopho-

saurus  bore little resemblance to its big-screen counterpart. They 
also provide the most detailed portrait yet of a dinosaur from the 
Early Jurassic epoch. 

A STAR IS BORN 
Today we know   Dilophosaurus  as a bipedal, meat-eating dinosaur 
more than 20 feet long with two distinctive parallel crests of very 
thin bone along the top of its head (its name derives from the Greek 
words for “two-crested reptile”). But in 1954, when the animal first 
appeared in the scientific literature, it had a different name: in a 
series of papers, Samuel Welles, a University of California, Berke-
ley, paleontologist, presented his research on two skeletons found 
by Jesse Williams, a Navajo man who lived near Tuba City, Ariz. The 
crest had not been identified among the fragmentary remains, and 
Welles called the creature Megalosaurus wetherilli, believing it to 
be a new species in the previously known genus  Megalosaurus. 
 When Welles found an additional specimen in 1964 that preserved 
the top of the skull, with its dual crests, he realized that the origi-
nal find represented a new genus, so he renamed the animal  Dilo-
phosaurus wetherilli. 

The basic body plan of the dinosaur in  Jurassic Park  was pat-
terned on Welles’s 1984 anatomical description and sculpted 
reconstructions of the bones in museum exhibits, as well as art-
work by paleontologist Gregory Paul in the 1988 book  Predatory 
Dinosaurs of the World.  But the  Jurassic Park Dilophosaurus 
 departed from the scientific record of the time in several key 
details. Most obviously, it was depicted as half the size of the real 
animal. The filmmakers did this deliberately to avoid any confu-
sion with another saurian antagonist, the  Velociraptor. 

Matthew A. Brown  is director of the Texas Vertebrate Paleontology 
Collections and teaches paleontology laboratory and museum methods 
at the University of Texas at Austin. He studies museum practices and their 
effect on fossils as sources of scientific data.

Adam D. Marsh  is lead paleontologist at Petrified Forest National Park and 
a research associate at the Texas Vertebrate Paleontology Collections and the 
Museum of Northern Arizona. His research focuses on integrating vertebrate 
paleontology, stratigraphy and geochronology of early Mesozoic rocks. T he fading sun beaT down on our backs afTer an already long day in The field. 

Exhausted, we toiled over shovels and dug with our bare hands to clear away 
the sand. We were in the heart of dinosaur country on the Colorado Plateau 
of northern Arizona, working in the middle of the Navajo Nation to determine 
the ages of two skeletons of  Dilophosaurus wetherilli  that had been unearthed 
there previously. We had spent this hot June day in 2014 hiking up and down 
the badlands to measure the rock beds and fill our backpacks with geologic 

samples. And now we had to excavate—not a new dinosaur but rather our truck, which had got-
ten bogged down in the sand dunes and was buried up to the axles. The life of a globe-trotting field 
scientist is rooted in the mundane—applying for permits, taking notes, cooking meals and wash-
ing dishes in camp, reviewing the day’s data by light of the campfire—rather than the swashbuck-
ling of the movies. We never see Indiana Jones or Alan Grant digging out a stuck pickup truck. 
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The hallmarks of the cinematic 
 Dilophosaurus —namely, its venom-
ous saliva and collapsible frill—
were also fictional traits added for 
dramatic effect. But these embellish-
ments resembled the biology of oth-
er real animals, which made them 
believable. When Welles described 
the fossils of  Dilophosaurus,  he 
interpreted some of the joints be -
tween the tooth-bearing bones at the 
end of the snout as “weak” and sug-
gested that the animals may have 
been scavengers or that they did 
most of their killing with claws on 
their hands and feet. When writing 
the story, Crichton invented a dra-
matic mechanism by which the ani-
mals could spit a blinding venom, 
based on some modern species of 
cobras, which can spit two meters. 
Inspiration for the frill, meanwhile, 
came from the modern-day frilled 
agamid lizard that lives in Australia 
and New Guinea. The lizard has a 
structure made of bone and cartilage 
originating from the throat that supports the frill. No evidence of 
such a trait has turned up in the fossil record of  Dilophosaurus. 

Other aspects of Jurassic Park drew from the latest science. In 
the early 1980s paleontologists were just starting to reach broad 
agreement that modern birds descended from dinosaurs and are, 
in fact, the last surviving dinosaur lineage. The filmmakers threw 
out early test animations of sinuous, snakelike velociraptors in 
preference of recommendations from their science adviser, dino-
saur paleontologist Jack Horner, to make the animals more bird-
like in their movements. The film, with its depiction of dinosaurs 
as quick, clever animals rather than the sluggish, more lizardlike 
creatures that 19th-century scholars thought them to be, was the 
first time many members of the general public encountered the 
bird-dinosaur connection. 

NEW AND IMPROVED 
arTisTic choices aside,  scientific understanding of  Dilophosaurus 
 was bound to change in the years after  Jurassic Park’ s release. In 
the lead-up to the book and film, the field of paleontology was 
undergoing tremendous change. Advances in computing were rev-
olutionizing the study of fossils, enabling researchers to process 
enormous data sets in ways unimaginable when  Dilophosaurus 
 was first discovered. Take, for instance, cladistic analysis, which 
identifies discrete, heritable anatomical features that can be com-
pared between animals and that provide a statistical basis for test-
ing hypotheses about the relationships of animals to one another. 
Researchers can now analyze many more characteristics much 
more quickly than ever before and thus develop better-supported 
hypotheses about how dinosaurs are related and how they evolved. 
Increased computing power and developments in medical and 
industrial CT scanning also created a nondestructive way to look 
inside bones and rocks at hidden anatomy. 

Not only did the analytical tools available to paleontologists 

evolve, but in 1998 teams at the University of Texas at Austin be-
gan recovering more  Dilophosaurus  remains in the same region 
of northern Arizona that yielded the first finds. Every new fossil 
discovery can support or refute prior thinking about long-vanished 
organisms. In this case, the new fossils preserved parts of the  Dilo-
phosaurus  anatomy that were missing or distorted in previously 
collected specimens. 

Fossils are typically collected in large blocks of rock and encased 
in plaster to protect them during their journey from the field to 
the laboratory. When they arrive in the museum, paleontologists 
use dental picks, chisels and miniature handheld jackhammers to 
carefully remove the rock and expose the fossils. After millions of 
years of exposure to geologic processes such as crushing and weath-
ering, the fossils we find are most often distorted and incomplete 
elements. We sometimes disassemble and reconstruct broken frag-
ments to better approximate their original condition, sculpting 
and adding missing material based on closely related animals. 

When Wann Langston, Jr., and his colleagues prepared the first 
 Dilophosaurus  skeletons at U.C. Berkeley around 1950, they filled 
in missing skull parts with casts from the skull of a more complete 
carnivorous dinosaur from the Jurassic, and they sculpted miss-
ing parts of the pelvis out of plaster. No one really knew what those 
missing parts looked like; the reconstructions represented a 
hypothesis of the real form of  Dilophosaurus —one that could be 
tested with new fossils. 

The  Dilophosaurus  material discovered since Welles’s initial 
description and Langston’s reconstruction shows that the animal’s 
snout and jaw were much more substantial than originally recog-
nized. The upper jaw bones do not have the weak interface that the 
fragmentary first finds suggested. Instead these bones indicate a 
strong skull capable of biting into prey. Likewise, newly identified 
features of bones from the animal’s lower jaw show stout ridges for 
muscle attachments. In modern reptiles, these ridges provide sur-

Due to licensing restrictions, the image placed here in 
print is not able to be used in online editions of this article. 
Therefore, we have omitted the image from the article.

© 2020 Scientific American

http://www.scientificamerican.com/magazine/sa
https://www.scientificamerican.com/article/the-origin-of-birds-and-their-fligh/


50 Scientific American, January 2021 Illustrations by Brian Engh (reconstructions) and Daisy Chung (family trees)

Portrait of a Predator 
Early studies of Dilophosaurus  concluded that the animal had weak jaws 
and was probably therefore a scavenger or made its kills using its claws. 
But new analyses of all of the known fossils of this dinosaur reveal  
a formidable predator. Not only did  Dilophosaurus  have a more powerful 
bite than previously thought, but it also would have been quick  
and nimble, despite its large size. The apex predator of its ecosystem,  
 Dilophosaurus  even hunted other dinosaurs. 

Evolving Interpretation
 Dilophosaurus  is now known to have had 
a stronger joint at the front of its upper jaw 
and a larger lower jaw than researchers 
once thought—traits that would have 
equipped the animal with a deadly bite. 
The top of the crests remains unknown—
no fossils preserve it—so the structure may 
have been larger than shown. 

1984

Long, muscular hind limbs 
and powerful forelimbs 
with grasping claws 
helped  Dilophosaurus 
 catch and dispatch prey.

Spaces in the vertebrae for fleshy 
air pockets from the respiratory 
system would have lightened  
and strengthened the skeleton. 
The air sacs allowed for uni
directional breathing, which  
is as sociated with higher meta
bolic rates and activity levels. 

Dual crests had air sacs and were probably sheathed 
in keratin. The crests may have helped members 
of this species identify one another or attract mates.

Today
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Redrawing the Tree
The question of how  Dilophosaurus  is related to other dinosaurs has long vexed 
paleontologists. Previous studies concluded that it was most closely related to 
coelophysoids A , ceratosaurs B  or other crested theropods C . Samuel 
Welles, who published the first descriptions of  Dilophosaurus  fossils, suggested 
that the remains might even belong to more than one genus of dinosaur. The latest, 

most comprehensive analysis of the anatomical characteristics of  Dilophosaurus 
 indicates that the fossils belong to a single species. Comparing its traits with those 
of other dinosaurs from around the world reveals that  Dilophosaurus  is closest  
to large Jurassic theropods D . But the wide evolutionary gap between these  
two groups implies that closer relatives of  Dilophosaurus  remain to be found. 

Fantasy vs. Reality 
Fossils show that the actual  Dilophosaurus  would have dwarfed its  
 Jurassic Park  counterpart, standing up to eight feet tall and stretching up to 25 
feet long. There is no evidence that the animal possessed either a collapsible 
frill or venomous spit, as it did in the movie. 

Neotheropoda
Coelophysoidea

Averostra

Zupaysaurus
CryolophosaurusOther

tetanurans

Last
common 
ancestor

Ceratosaurus

Coelophysoidea

Herrerasaurus

Dilophosaurus

Coelophysoidea

Ceratosauria

Herrerasaurus

Tetanurae

Dilophosaurus

Ceratosauria

Coelophysoidea

Herrerasaurus

Herrerasaurus

Staurikosaurus

Chindesaurus

Eodromaeus

Tawa

Liliensternus

Lepidus

Tetanurae

Dilophosaurus

Dilophosaurus

Cryolophosaurus
Theropoda Theropoda

Tetanurae
Neotheropoda 
or Averostra

Neotheropoda

Averostra

A B C

Earlier Hypotheses New Interpretation

D
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face area for the attachment of large muscles. And the skeleton of 
a different dinosaur found at the U.T. Austin dig site—the plant-eat-
ing  Sarahsaurus —features bite marks, attesting to the presence of 
a large meat-eating animal with jaws strong enough to puncture 
bone. Together this evidence supports the idea that  Dilophosaurus 
 was probably a predator with a deadly bite rather than a creature 
that had to scavenge or use its claws to kill, as Welles supposed. 

 Dilophosaurus  was a large dinosaur, especially for its time. 
Most of the dinosaurs of the Late Triassic of western North Amer-
ica, just 20 million years earlier, were animals the size of turkeys 
or eagles, but  Dilophosaurus  would have towered over a human, 
standing up to eight feet tall and measuring up to 25 feet long 
when fully grown. It had much longer and stronger arms than oth-
er larger meat-eating dinosaurs such as  Allosaurus  and  Cerato-
saurus,  and its legs were relatively longer as well. When the first 
skeletons of  Dilophosaurus  were found, scientists thought the spe-
cies was related to the so-called carnosaurs  Allosaurus  and  Strep-
tospondylus , so they reconstructed the missing parts of the pelvis 
to look like they did in those animals. The better-preserved  Dilo-
phosaurus  skeletons found later show more intermediate pelvis 
anatomy between  Coelophysis -like and  Allosaurus -like animals 
from the Late Triassic and Late Jurassic, respectively. 

Like many early dinosaurs and all mod-
ern birds,  Dilophosaurus  had fleshy 
air pockets from its respiratory 
system growing into its ver-
tebrae, which provided 
strength while simulta-
neously lightening the 
skeleton. These air sacs 
allowed for the unidirec-
tional flow of air through 
the lungs—in other words, 
the entire cycle occurs in one 
breath, as it does in birds and 
crocodilians. This type of respi-
ration provides the animal with 
more oxygen than does the bi-
directional respiratory system 
that mammals have, in which 
air flows both in and out of the 
lungs. Animals that breathe unidirectionally tend to have rela-
tively high rates of metabolism and thus high activity levels, so 
 Dilophosaurus  was probably a fast, agile hunter. 

CT imaging has revealed that these air sacs are also present in 
the bones surrounding the dinosaur’s brain and were continuous 
with the sinus cavities in the front of the skull. In most meat-eating 
dinosaurs, a ridge of bone provides a roof over an opening in the 
skull in front of the eye sockets known as the antorbital fenestra. 
But in  Dilophosaurus,  this opening is continuous with the side of 
the dinosaur’s unique crests, suggesting that the crests, too, had air 
sacs. The crests were almost certainly covered by keratin, the same 
material that forms horns, claws and hair, and may have played a 
role in helping members of this species identify one another or at-
tract mates. But how the air sacs might have supported these or oth-
er functions of the crests is unclear.

One of the challenges of studying the evolutionary history of 
any species is understanding physical variation within and among 
taxonomic groups. Welles thought the various skeletons we now 

categorize as  Dilophosaurus  actually represented multiple gen-
era. Taking advantage of the latest cladistics tools, one of us 
(Marsh) tested that hypothesis by identifying hundreds of anatom-
ical features present on each individual skeleton and comparing 
them with one another. The results of this statistical analysis show 
that, contrary to what Welles surmised, all of the animals are so sim-
ilar that they must represent not only one genus but one species. 

Marsh also incorporated these anatomical characteristics into 
a much larger data set that compares  Dilophosaurus  with other 
specimens from around the world. This process elucidates the ear-
ly evolutionary history and biogeographical distribution of dino-
saur groups and has more precisely located  Dilophosaurus  on the 
tree of life. We now know that the evolutionary gap between  Dilo-
phosaurus  and its closest known relatives is significant, implying 
that many other, closer, relatives remain to be discovered.

CONTEXT CLUES 
JusT as our concepTion  of  Dilophosaurus    the animal has grown 
more detailed, so, too, has our understanding of the world it lived 
in. The hike down the Adeii Eichii Cliffs to the Dilophosaurus 
quarry is a journey back through 183 million years to the Early 

Jurassic. Back then, dinosaurs roamed the landscape, leaving 
footprints in what is now sandstone across the 

Colorado Plateau. Paved surfaces end 
miles from the rock outcrop, so 

we drive on overgrown rutted 
two-tracks that cross the 

loose sandy dune fields 
that show up on our geo-
logic maps as “QAL”—
Quaternary alluvium. 

This windblown sand is 
what stranded our field 

vehicles in 2014. The bedrock 
under these modern dunes is 
the Navajo Sandstone, the lith-
ified remains of a 180-million-
year-old desert. The red rock 
badlands of Ward Terrace, as 
this area is known, spill out to 
the western horizon, where they 

meet the much younger volcanic San Francisco Peaks of Flagstaff, 
Ariz. To the northwest is the mouth of one of the world’s most vis-
ited geologic features, the Grand Canyon. 

From the sands that trapped our pickup atop Ward Terrace to 
the Vishnu schist—the black rock at the bottom of the canyon that 
is being carved away by the Colorado River—these landscapes pre-
serve much of the past 1.8 billion years of the rock record. As pale-
ontologists, we work to understand the life entombed in those 
rocks, and we use lines of geologic and biological evidence pre-
served within them to reconstruct the environments of deep time. 

One of our objectives was to more precisely determine the age 
of the rock in which  Dilophosaurus  is found, known as the Kay-
enta Formation. This rock was laid down by rivers, lakes and 
streams east of a volcanic arc that was depositing ash and fine-
grained particles into the area. The ash helped to both preserve 
the bones of  Dilophosaurus  and aid early efforts to date the Kay-
enta Formation. We collected new rock samples to date using 
radiometric methods. We processed the samples by grinding and 

Map by Daisy Chung

FOSSILS  of  Dilophosaurus  all come from two sites in what  
is now northern Arizona that date to the Early Jurassic,  

shortly after the supercontinent Pangaea began to break apart.

General location of 
the fossil sites, close to 
modern-day Flagstaff
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extracting zircon crystals, which can preserve unstable isotopes 
of uranium. The uranium isotope decays into lead at a constant 
rate, and when we vaporize the crystals with a laser and analyze 
them with a mass spectrometer, the relative quantities of urani-
um and lead we measure indicate when the rock layers were laid 
down. In the case of this  Dilophosaurus  site, it was around 183 
million years ago, plus or minus a few million years. 

 Dilophosaurus  thus lived during the Early Jurassic epoch, 
approximately five million to 15 million years after the end-Trias-
sic mass extinction that resulted in the loss of roughly three quar-
ters of life on Earth, including most of the large reptiles that com-
peted for resources with the early dinosaurs. The mass extinction 
was probably triggered by the initial breakup of the superconti-
nent Pangaea as the northern Atlantic Ocean opened up like a 
volcanic zipper. Throughout the Late Triassic and Early Jurassic, 
the North American tectonic plate traveled northward from a 
subtropical climate belt into an arid climate belt, so the location 
that  Dilophosaurus  lived in moved from the approximate latitude 
of modern-day Costa Rica to modern-day northern Mexico. As 
such, the environment that deposited the Kayenta Formation was 
seasonally dry, with sand dunes migrating in and out of wetter 
environments where animals flourished. 

Fossils of other organisms found in the 
Kayenta Formation reveal how  Dilophosau-
rus  fit into the ecosystem. It was the apex 
predator in the river oasis it inhabited, a coni-
fer-lined waterway through a sea of sand. One 
specimen housed at U.T. Austin was found in the same quarry as 
two individuals of the long-necked herbivore  Sarahsaurus.  These 
dinosaurs lived alongside a smaller meat-eating dinosaur called 
 Megapnosaurus  and a small armored dinosaur called  Scutellosau-
rus.  The most common animal found in the Kayenta Formation is 
the early turtle  Kayentachelys,  which swam alongside heavily 
scaled bony fish, freshwater coelacanths and lungfish. Early mam-
mal relatives, including the beaverlike tritylodontids and ratlike 
morganucodontids, were also potential prey for  Dilophosaurus. 

FOSSILS FOR ALL 
in The fossil excavaTion  depicted in  Jurassic Park,  a complete 
 Velociraptor  skeleton comes to light with some gentle brushing. 
In the real world, dinosaur fossils are typically found as broken, 
barely identifiable fragments. On a lucky day, a mostly complete 
bone might turn up. With the publication last summer of Marsh’s 
comprehensive anatomical study,  Dilophosaurus  has become the 
best-documented Early Jurassic dinosaur from anywhere in the 
world. But it took decades to find additional remains that filled 
in the unknown anatomy of the animal. And it took successive 
generations of paleontologists to interpret the bones. 

Museums play a vital role in facilitating such efforts. The pub-
lic’s conception of museums is a dramatically lit exhibit gallery, but 
the major function of a natural history museum is to conduct 
research into the natural world. To that end, these institutions build 
large collections of specimens to serve as the evidence for scientif-
ic research. Teams of specially trained conservators, archivists and 
collection managers carefully document and preserve the speci-
mens, with the goal of making the collections accessible to research-
ers in perpetuity. Repeatability is a cornerstone principle of scien-
tific research; other scientists must be able to corroborate our find-
ings. In paleontology, that means that the fossils themselves must 

be preserved in a museum, so that future generations of scien-
tists can revisit the specimens and double-check observations. 

The Navajo Nation has partnered with museums that care for 
those fossils to preserve not just the bones themselves but all the 
archives and data associated with them. In 2015, when we went 
to relocate the original  Dilophosaurus  discovery site for this 
research, we were lucky to meet John Willie, a relative of Jesse 
Williams, the Navajo man who found the first bones in 1940. Wil-
lie walked us to the site and explained that the natural resourc-
es unique to the Navajo Nation are extremely important to the 
Diné (Navajo People). The Navajo Nation is one of the best plac-
es in the world to see terrestrial rocks from the Early Mesozoic 
era, and its Minerals Department has been active in facilitating 
scientific research, including approving permits for fieldwork and 
loans of fossils and reviewing scientific manuscripts. 

Scientific understanding comes from building on and reeval-
uating prior knowledge and sometimes overturning old notions. 
It is exciting when this hard-won information filters into pop cul-
ture. Paleontology has close ties with cinema going to the dawn 
of animation. Winsor McCay’s 1914  Gertie the Dinosaur  opens 
with the animator and a group of friends visiting the American 

Museum of Natural History in New York City, looking at the skel-
eton of a sauropod dinosaur. McCay bets his party that he can 
bring the animal to life; the result is the first dinosaur to appear 
on film. McCay consulted with paleontologists at the museum for 
guidance on his reconstruction of Gertie. Later Barnum Brown, 
the discoverer of  Tyrannosaurus rex,  provided expertise to Walt 
Disney during the production of its 1940 animated film  Fanta-
sia . And the studio behind the 1954  Godzilla  found inspiration 
for the design of its monster in the dinosaurs that appeared in a 
1947 mural by Rudolph Zallinger entitled  The Age of Reptiles, 
 housed at the Yale Peabody Museum. With the  Jurassic Park  film 
franchise set to release its sixth installment in 2022, we look for-
ward to seeing how paleontology is represented. 

Incidentally, the reverse is also true. Pop culture filters into 
science, sometimes literally. Langston once recounted that while 
repairing fossils at U.C. Berkeley in the 1930s and 1940s, the pale-
ontologists would dissolve cellulose acetate film strips in acetone 
to make glue rather than buy the more expensive Duco Cement. 
So, yes,  Dilophosaurus  is in the movies. But perhaps there is a lit-
tle bit of the movies in  Dilophosaurus,  too. 

AUTHORS’ NOTE: Fieldwork on the Navajo Nation was conducted 
under a permit from the Navajo Nation Minerals Department.  
Any persons wishing to conduct geologic investigations on the 
Navajo Nation must first apply for and receive a permit from the 
Navajo Nation Minerals Department, P.O. Box 1910, Window Rock, 
Arizona 86515, and telephone no.: (928) 871-6587. 

F R O M O U R A R C H I V E S 

What Killed the Dinosaurs.  Stephen Brusatte; December 2015. 
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Dilophosaurus has become the best-documented 
Early Jurassic dinosaur from anywhere. 
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The nights are 
long inside a tent 
5,300 meters 
above sea level 
at the snout of 
Nepal’s Yala Glacier. At 8:00 p.m., after a meal 
of Nepali dal bhat (lentils and rice), the 10 
members of our expedition take refuge against 
the cold in sleeping bags inside the small tents 
that make up our temporary camp. Falling 
asleep is tough because the low oxygen concen-
tration fools our bodies into increasing their 
heart rates. As a consequence, I spend many 
overnight hours listening to distant sounds 
of thundering avalanches and cracking ice, con-
templating whether to leave the sleeping bag to 
pee outside and what not to forget the next day. 
As soon as the sun rises, the camp is bustling, 
and we are on our way up the steep glacier  
to install special instruments at 5,600 meters. 

Our team, which includes colleagues from the International 
Center for Integrated Mountain Development in Nepal, has been 
conducting field expeditions biannually in this place, called the 
Langtang catchment, since 2012. We have erected automated 
weather stations at the base camp and at higher elevations that 
measure precipitation, snow depth, radiation, temperature, rela-
tive humidity and wind, making Langtang one of the best-moni-
tored high-altitude catchments in Asia. We need to visit the stations 
every six months to maintain the instruments and to download 
their data; there is no cellular network to transmit readings auto-
matically, and the mountains tend to block satellite signals. On 
the current ascent we will mount new sensors on a metal frame 
three meters high that we will drill into the ice. The sensors will 
measure sublimation—the phase transition of ice directly to water 
vapor—by sampling temperature and vapor 10 times a second. 

These expeditions help us gather the information necessary to 
understand the high-altitude water cycle: snow falls on mountain-
tops and gradually turns into glacier ice, which slowly flows down-
hill and melts. The water cascades down into growing rivers that 
supply numerous high-elevation settlements, as well as agricul-
tural terraces, hydropower stations, forests, valley agriculture fields, 
and large cities and industries below. The high-altitude water cycle 
was largely a mystery when we started. We did not know how much 
rain and snow actually falls, how much water flows into and out 
of the snowpack, or why glaciers blanketed in detritus eroded from 

surrounding slopes seem to melt as fast as their debris-free coun-
terparts. We need to know these details to determine how much 
water ultimately flows out of the snowpack and glaciers and how 
the volume and timing of flow may change in the future. 

The Langtang catchment is a small river basin that drains sev-
eral mountain peaks and glaciers. It feeds the Trishuli River, an 
important water source for recently constructed hydropower dams 
halfway down the mountains and the irrigated fields farther down-
stream. The amassing flow leads to the Ganges Delta hundreds of 
kilometers away, which provides water to 400 million people as 
it empties into the Bay of Bengal east of India. There are hundreds 
of catchments like Langtang across the Himalayas. 

The same dynamics play out across many other mountain ranges, 
such as the Alps, the Andes and the Rockies. A study we published 
in  Nature  in December 2019 revealed that 78 of these “water tow-
ers,” from the Tarim in China to La Puna in Peru, supply the bulk of 
fresh water for almost two billion people globally. Computer mod-
els show that climate change could threaten these vital water sup-
plies. Changes in temperature, precipitation patterns, the accumu-
lation and melting of snow, and the distribution of airborne 
particulates all help to determine how much water descends. Yet 
most plans and policies related to climate change and sustainabil-
ity ignore the role of mountain water. Now that we have systemat-
ically studied the world’s top water towers, that may begin to change. 

MONSOON DOMINANCE 
mountains function  like water towers because it rains and snows 
more at higher elevation than it does in lower surrounding ter-
rain and because much of the precipitation is stored temporarily 
as snow and glacier ice. This snow and ice melts slowly and 
steadily, providing a reliable, predictable supply of water and act-
ing as a natural buffer against dry spells. 

The water stored high in Nepal’s mountains is crucial for the 
people who live below because monsoon winds between June and 
September provide 70 to 80 percent of the Himalayas’ annual pre-
cipitation. Data from our weather stations, in conjunction with 
weather models, reveal how the monsoons interact with the moun-
tains. Even across a small catchment such as Langtang, the rains 
vary strikingly. The valley runs east to west, and its elevation rises 
in that direction. Much of the warm, moist air precipitates between 
the entrance of the valley, at around 1,350 meters, and the village 
of Lama Hotel at 2,480 meters. We have measured around 250 cen-
timeters of annual rainfall at this site, the wettest in the valley. The 
village of Kyanjin, at 3,900 meters, is only another 15 kilometers to 
the east, but there we measure around 80 centimeters of annual 
rainfall—more than three times as dry yet so nearby. 

The position and shape of the mountains create other local 
effects. If we ascend from Kyanjin to the Yala Glacier at 5,300 
meters, precipitation increases again by 40 percent on average. 

Walter Immerzeel  is a physical geography professor at Utrecht 
University in the Netherlands, where he leads the mountain 
hydrology group. He has lived in Nepal and has been measuring 
snow and ice high in the Himalayas since 2002.
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Together the large, medium and valley-scale processes shape the 
distribution of rain and snow throughout the region. If most pre-
cipitation falls as rain at lower altitudes, for example, the rivers 
below will flow differently than they would if most precipitation 
fell as high-altitude snow. 

To understand the dynamics of water towers, we have exten-
sively investigated the amount of water stored in the snowpack 
close to Yala Glacier. This amount, known as the snow-water 
equivalent, is influenced by how much snow falls, how much 
melts and refreezes, how much sublimates and how much is dis-
tributed by wind. Our instruments at the 5,300-meter base camp 
measure many of these kinds of variables. The conditions can be 
severe: extreme cold has caused batteries to explode, high winds 
have twisted sensors, and avalanches have knocked over the scaf-
folding holding our instruments. 

It is particularly tricky to measure sublimation, a turbulent 
process that occurs under cold, sunny, windy and dry conditions, 
which are common during the Himalayan winter. Instruments 
such as the ones we erected at 5,600 meters have quantified sub-
limation by measuring variations in air humidity and tempera-
ture. We find that at windy, exposed locations, about 21 percent 
of the snowfall never ends up in a river because it sublimates into 
the atmosphere. This phenomenon suggests that even at temper-
atures well below zero degrees Celsius, the snowpack can shrink. 

We have also found that when the air temperature two meters 
above the snow is below zero, there is enough energy on the 
snow’s surface to melt it. The energy is the net result of the short-
wave radiation from the sun, the longwave radiation emitted by 
the surface and the atmosphere, and turbulent heat fluxes. There 
are interesting dynamics inside the snowpack as well. At least 
30  percent of the snow that melts into water during the day 
refreezes at night. Much more energy is required to melt snow-
pack than what would be expected purely on the basis of its mass. 

Another instrument, which we install above the snow, mea-
sures changes in gamma radiation as a proxy for snow-water 
equivalent. Rock under the snow naturally emits gamma rays, 
and the degree to which their signal is attenuated is related to 
how much water is actually stored in the snowpack. 

Sometimes we hit on unexpected ways to collect information. 
About eight years ago a colleague working in Tasmania sent 

SCIENTISTS INSTALL  a weather station at 5,600 meters on  
Yala Glacier in Nepal’s Himalayas to help determine how snow 
accumulates and thaws. Meltwater beginning as trickles flows 
downhill, collecting into increasingly large rivers that supply  
water to farms, hydropower dams and millions of people on the 
way to the Ganges Delta and Bay of Bengal. 
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78 Glacier-Based 
Water Systems

Five top-ranking systems 
per region are labeled

Importance
High Highest

High index scores represent 
large water supply and 
large water demand. 
Scores are normalized 
from 0 (low) to 1 (high).  
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Mountains That Water the World 
Ice, snow and rainfall on 78 regional mountain chains, or “water towers,” deliver water to almost two billion people and surrounding  
ecosystems. Ranking the towers on each continent shows which ones are highly important—providing large amounts of water to many 

people. The most vital towers also turn out to be the most vulnerable, stressed by climate change, rising population and economic 
growth, suggesting that actions are needed to protect supply and ease demand.
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drones up over a landslide there and came back with intriguing 
data about the landslide’s volume and velocity. We realized we 
could use the same approach to obtain data on glaciers covered 
in debris, which are hard to access. Our first outing was in 2013 
on the glacier tongue just above Kyanjin. 

The drone takes overlapping pictures of the glacier’s surface. 
Software determines the surface elevation to a remarkable resolu-
tion of about 10 centimeters. We repeated the surveys every six 
months or so until 2019. We found that the glacier’s edge is reced-
ing by about 40 meters a year, that the surface is thinning by about 
80 centimeters a year and that the dwindling ice hardly flows any-
more. It will not be long until the cold mass no longer qualifies as 
a glacier. Instead it will be a piece of dead ice slowly withering away 
like a heap of dirty snow plowed to the end of a parking lot. Theo-
retically, a debris-covered glacier should melt much more slowly 
than a debris-free glacier at the same altitude because the debris 
acts as insulation. But we identified hotspots of melt that ampli-
fied the overall process. We would never have found them with tra-
ditional satellite imagery because its resolution is too coarse.

We put all these puzzle pieces into our models to learn how 
much water will flow in the rivers in the future. One last big piece, 
though, is the amount of water flowing in the rivers today. The 
water height alone cannot indicate the volume of flow. We need a 
so-called rating curve—a relation between the water level and the 
river’s discharge. And this curve has to represent both high mon-
soon flows crashing downhill and meager winter runoff. Generat-
ing reliable data is a challenge here, too. In the rivers, we either 
lodge a pressure transducer housed in a steel pipe at the bottom of 

the river or mount radar sensors on frames jutting up a few meters 
above the river’s surface. We also throw salt into the river upstream 
of the gauges and measure changes in electrical conductivity at the 
gauge site; the extent of salt dilution can help us determine the dis-
charge. Even though the conditions are more hospitable here than 
at 5,300 meters, sensors get washed away by monsoon floods. But 
after years of effort, we now have a fairly good idea of water flow.

AVALANCHES AND FLOODS
for several years  we have been integrating findings from various 
catchments into a model that describes all the processes influenc-
ing Himalayan water flow; other scientists are doing the same in 
other mountain regions worldwide. Climate change presents some 
conspiring factors. One is elevation-dependent warming, in which 
mountains warm faster than lower-lying plains because of atmo-
spheric feedbacks such as cloud formation, increased humidity 
and higher albedo as snowpacks retreat. Global warming of 1.5 
degrees C means 2.1 degrees C of warming in the Himalayas. 

Another factor is seasonality. A warmer atmosphere holds more 
moisture, which leads to more mountain precipitation. And more 
of it falls as rain than as snow, landing on rocky surfaces that were 
previously covered by ice, quickly running into rivers. According 
to re  search published last July, most models predict a wetter cli-
mate, although conditions can vary widely in the region. Compared 
with glaciers in a steady state, melting glaciers will provide more 
river water in the short term but less in the long term as glaciers 
retreat uphill and ice thins. We estimate that Langtang will hit peak 
water supply around 2060; after that, the supply will drop steadily. 
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We will achieve even greater understanding as we erect more 
sensors, making the observational network denser, particularly 
at high altitude, and as we integrate the data with extremely 
detailed models. Satellite remote sensing can also help us better 
estimate precipitation patterns between sensors across the basin, 
allowing us to fine-tune our models. Other research teams are 
making similar progress in mountainous terrains. Abundant data 
sets are available for the Alps, for example, and for the Andes. Cov-
erage is getting better in the Himalayas as researchers at Kath-
mandu University and Tribhuvan University shift their attention 
to higher ground, taking measurements across the Annapurna 
and Everest mountain ranges. 

My team has analyzed supply worldwide by using hydrologi-
cal simulations, too. Our  Nature  study ranks mountain water tow-
ers worldwide. We consider a water tower “important” if it is rich 
in glaciers, snow or lakes and if water demand is great from peo-
ple downstream. Significant water towers include the Colorado, 
the Fraser in western Canada and the Negro in Argentina, as well 
as the European Alps feeding the Rhine and Po Rivers. 

Our modeling shows that Asia’s ranges, which feed major riv-
ers such as the Amu Darya and Indus, are the most important in 
the world. They are also among the most vulnerable: the models 
project strong rates of warming there, as well as rapidly growing 
populations and economies that will increase water demand tre-
mendously. Average water availability is not likely to decrease 
until midcentury, in part because of greater monsoon rainfall, but 
the longer-term forecast is grim. We predict that 50 to 60 percent 
of the ice volume will be lost by the end of the century unless the 
world radically reduces it greenhouse gas emissions. 

The big challenge for high-mountain Asia in the short term will 
be coping with changes in the timing of river flow and with natu-
ral hazards. In some basins, snow melt may start several weeks 
earlier than before, requiring farmers to change crops or sowing 
schedules. With snowpack providing less of a buffer, swollen riv-
ers will increase across a region that is already facing heavy flood-
ing every year.

Extreme rainfall in the mountains is also causing more land-
slides, particularly during monsoons. Greater melting is filling gla-
cial lakes to the brim, causing disastrous floods when rocky ridges 

that dam the lakes burst because of the immense water pressure 
behind them. In the past two decades natural disasters such as ava-
lanches, landslides and sudden floods have caused thousands of 
casualties and billions of dollars’ worth of economic damage. 
Future increases in extreme rainfall and warming will exacerbate 
these hazards. Damages will rise, too, as growing populations build 
towns and hydropower dams at increasingly high altitudes. 

Although these overall trends are clear, each region must be 
studied in detail to provide people there with useful information. 
One anomaly is a Central Asian region connecting the eastern 
Pamir and Karakoram ranges with the western Kunlun Shan. Gla-
ciers there are stable or even gaining mass, which we see almost 
nowhere else on the planet. Data collected within the past year or 
so reveal that greater farming and irrigation in the nearby Tarim 
Basin may play a role. Irrigation water withdrawn from ground-
water and surface sources evaporates into the atmosphere, and 
transpiration by crops adds even more moisture. This vapor con-
denses over the mountains and falls as snow—a critical reminder 
that human actions can alter natural systems. 

MOUNTAIN POLICIES 
research on the  high-altitude water cycle is already creating 
awareness of the importance of mountain water to billions of peo-
ple worldwide. Officials should start acting now to safe  guard it. 

The first step is to include mountains in broader discussions 
about preserving Earth’s natural resources. Locally, leaders can 
create national parks to protect peaks from development. They 
can set policies to reduce emissions of pollution and black car-
bon to lessen airborne debris. And they can build reservoirs to 
store rainwater and snowpack that melts rapidly in the spring—
as long as they analyze how a structure’s size and effects on water 
flow could interfere with ecosystems. An excellent example comes 
from Langtang Valley. The upper village had no electricity until 
two years ago, when a nongovernmental organization and the 
community built a hydropower plant that now provides electric-
ity, and therefore Internet, to villagers. 

Neighboring countries can work together to reduce water 
demand; treaties can cover competing withdrawals from rivers 
flowing down from high peaks, which frequently cross national 
boundaries. Ministers from eight countries that touch the Hindu 
Kush Himalayan region set a strong example in October 2020 
when they met for a mountain summit and signed a declaration 
pledging to use science to improve mountain policies, listen to 
advice from the region’s highly diverse population and speak as 
a unified voice in global negotiations. Millions of people in 
Afghanistan, Bangladesh, Bhutan, China, India, Myanmar, Nepal 
and Pakistan depend on the Hindu Kush Himalayas for water, 
and rain patterns and crop yields there are already changing. 

The world’s high peaks are transforming rapidly. Within the 
next few decades many people living downstream will have to 
adapt to more weather extremes, greater natural risks and shifts 
in water supply. Scientists, engineers and policymakers should join 
forces and act now to ensure that sustainable mountain water 
resources will be available for future generations. 

F R O M O U R A R C H I V E S 

Is Antarctica Collapsing?  Richard B. Alley; February 2019. 

s c i e n t i f i c a m e r i c a n . c o m /m a g a z i n e /s a

BASE CAMP  on Yala Glacier, at 5,300 meters, is the starting point 
for treks every six months to set up equipment and retrieve data 
from instruments scattered across the mountains. Researchers, 
including the author ( in blue jacket on frame ), also have to maintain 
sensors that are wracked by extreme temperatures and winds.
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MALIGNANT
CHEATERS

M E D I C I N E 

Cells coexist 
by cooperating. 
When some 
break the rules, 
cancers result 

By Athena Aktipis 

Illustration by Kotryna Zukauskaite 
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A humpback whale is among the largest animals on this planet, 
now or ever. It is also a gigantic society made of quadrillions 
of cooperating cells. Different cell types orchestrate eating, 
breathing, swimming, reproduction, reacting to other animals, 
and all the functions that are necessary for a whale to survive 
and thrive. If you look inside an elephant, a person or even 

a saguaro cactus, you will see a similarly well-functioning cellular civilization. 

Multicellular creatures evolved in the first place because 
cells that cooperate had advantages over loners such as a sin-
gle-celled bacterium. Sharing resources allowed life-forms to 
become larger—a benefit that helps them resist predators—
because nutrients and chemical signals that cells need could be 
transported around the body. Dividing labor let cells specialize 
and build useful parts such as a stomach or legs. And teamwork 
gave them the ability to maintain a healthy extracellular envi-
ronment so they could live longer than they otherwise would. 

But cooperation is a fragile proposition. Within multicellu-
lar life, cheaters can prosper. By hogging resources, they repli-
cate more quickly than cooperators and take over, unless there 
are mechanisms to enforce cooperation. Cheating cells can 
take advantage of the cooperative cellular society they are liv-
ing in, overproliferating, monopolizing nutrients and other-
wise disrupting the harmony that makes multicellular organ-
isms viable in the first place. This cellular cheating is what we 
know as cancer. 

Cancer cells break the rules of normal cells. They divide 
when they should not, do not die when they should, rob other 
cells of essential supplies, shirk their cellular jobs and pollute 
the extracellular space. While cooperating cells curb excess 
growth and proliferation, cancer cells often evade growth-sup-
pressing signals. Cooperating cells have limited lives, but can-
cer cells resist cell death and hide from an immune system that 
would typically destroy them. Normal cells distribute nutrients 
and chemical signals essential to survival, but cancer cells grow 
extra blood vessels to grab more resources for themselves. 

These contrasts show us that cheating is not merely a metaphor 
for cancer. It is a description of cancer’s cellular reality. 

This lens of evolution and cooperation is providing scien-
tists with new insights into the way cancer happens—and why 
it does not. Giant animals such as the whale and elephant, for 
instance, rarely get cancer despite having multitudes of cells 
that can go wrong. Why? A number of researchers, including 
our team at Arizona State University’s Arizona Cancer Evolu-
tion Center, have examined the genomes of these giants and 
found they have many copies of genes that destroy cells that 
mutate and produce aberrant proteins, a signal of cancer. The 
animals also have extra copies of genes that trigger DNA repair. 
These genes are, essentially, the cooperation police. One of 
them, called  TP53,  has been identified as a cancer suppressor in 
people—but unlike the giant animals, we have only two copies, 
and unsurprisingly we are more prone to malignancies. 
Re searchers are now trying to translate the actions of such 
genes into therapies and looking for similar genes all across 
the tree of life. Oncologists have even started to use evolution-
ary principles to design chemotherapy that protects less 
aggressive, less selfish cells within a nascent tumor, reducing 
the cancer’s danger. 

THE COOPERATION GAME 
i was first drawn  to this evolutionary interplay between coop-
eration and cheating when I was getting my undergraduate 
and graduate degrees in psychology. I wrote computer pro-
grams that tested the effects of different strategies on hypo-

Athena Aktipis  is an associate professor in the psychology department 
at Arizona State University. She is a project leader at the university’s 
Arizona Cancer Evolution Center and a co-director of the multi-institution 
Human Generosity Project. Aktipis is author of  The Cheating Cell: How 
Evolution Helps Us Understand and Treat Cancer  (Princeton University 
Press, 2020) and host of the Zombified podcast. 
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thetical populations, rather 
like nodes in a network. Gener-
ally in such models, without 
countervailing forces such as 
genetic relatedness or social 
norms of reciprocity to keep 
them in line, cheaters outcom-
pete cooperators. At first I was 
trying to understand what 
helps keep cooperation stable 
in human societies. But then I 
began learning about the biol-
ogy behind cancer and the 
ways cancerous cells behave, 
and it became clear that lots of 
cancer cell activities looked 
like the breakdown of coopera-
tion in a multicellular system. 
Cancer—which had seemed to 
me like a senseless disease, an 
organism destroying itself— 
started to make sense. 

As I looked deeper, I discov-
ered that cellular cheating 
manifests as cancer and can-
cerlike phenomena in many 
complex organisms, from hu-
mans to clams to cacti. Plants, 
for example, exhibit cancerlike 
protrusions called fasciations. 
One of the most striking examples is the crested cactus. Sa-
guaro cacti can develop mutations in meristem cells (equiva-
lent to stem cells in animals) on the growing tips of the plant. 
These lead to cell overproliferation and abnormal growths that 
fan out into crests. The fasciations can be quite beautiful, but 
like cancer in people, they can take a toll. Crested cacti often 
have disrupted flowering, which impairs reproduction, and are 
more vulnerable to disease and injury. 

I realized that many of these breakdowns in cellular coopera-
tion bore an uncanny resemblance to the “hallmarks of cancer,” 
a framework developed by cancer biologists to describe general 
tendencies of malignancies. In addition to things such as excess 
proliferation, invasion of other tissues is one of the hallmarks of 
cancer, and an evolutionary approach suggests that invasion 
might be a consequence of cellular cheating. When cancer cells 
overuse resources in their local environments—producing 
enzymes that digest nearby tissue, for instance—the process 
often destroys their normal cellular surroundings. We know 
from ecology that organisms that deplete resources in their 
environments are under greater pressure to evolve the ability to 
move via “dispersal evolution.” 

Cancer cells respond to this same pressure to go mobile. I 
created a model of cancer that showed that higher rates of cel-
lular resource consumption led to the evolution of cells that 
had a greater propensity to move, a development my colleagues 
and I reported in 2012 in  Cancer Prevention Research.  Our con-
clusion suggested that overuse of resources by cancer cells may 
be one of the pressures that drives cancer to metastasize, or 
spread. Even before invasion of other tissues happens, degra-

dation of resources may push 
cancer cells to evolve the abil-
ity to move inside tumors. 

This ecological and evolu-
tionary perspective highlights 
new ways of identifying can-
cerous cells, beyond the typical 
hallmarks such as excessive 
replication. In 2017 biologist 
Carlo Maley and I, along with 
other colleagues at Arizona 
State, noted in  Nature Reviews 
Cancer  that scientists can look 
for cells that are not properly 
regulating other aspects of 
their behavior. These features 
include cells that are consum-
ing resources too quickly or 
producing proteins and en-
zymes that damage the envi-
ronment around them. 

CATCHING CHEATERS 
the cooperation  inside a multi-
cellular body is not just about 
cells holding back from exces-
sive activity. It is also about 
other cells working to detect 
and suppress cheating when it 
arises. Bodies have evolved ways 

of doing this. For instance, cells normally can replicate only 
with “permission” from their neighbors, which trigger the re -
lease of growth signals. And if any cells depart from the proper 
multicellular script, they are targeted for destruction by their 
cellular neighbors or the immune system. 

Cancer cells also cheat detectors in their own genetic code. 
One such sentinel is the cancer-suppressor gene  TP53.  It codes 
for a protein called p53 that plays a central role in many aspects 
of cellular control, from halting the cell cycle and initiating 
DNA repair to triggering apoptosis (controlled cell death) if a 
cell is too damaged. Other genes in our police force include 
 BRCA,  a crucial DNA-repair gene; when mutated and unable to 
perform its normal function,  BRCA  increases the risk of breast, 
ovarian and prostate cancer. 

Genes in the  TP53  family (others include  TP63  and  TP73, 
 both of which help to maintain the integrity of the genome) 
evolved very early in multicellular organisms, first appearing in 
primitive creatures such as sea anemones, and offered enough 
of a survival advantage to subsequently spread widely across 
the tree of multicellular life. In 2019 Anna Trigos of the Peter 
MacCallum Cancer Center in Australia and her colleagues 
reported that common mutations in cancer overwhelmingly 
affect signaling pathways that involve genes such as  TP53.  Fur-
thermore, they found that there was a loss of communication 
between these genetic regulatory systems that evolved even 
before the evolution of multicellularity and those that evolved 
to keep these more selfish cellular behaviors under control dur-
ing the transition to multicellularity. The scientists figured out 
the age of the genes using a technique called phylostratigraphy, 

TIPS  on a saguaro cactus can erupt in cancerlike protrusions 
called fasciations, the result of abnormal cell growth. These 
crests can leave plants more vulnerable to disease.
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which compares features of genes of existing organisms to 
determine a likely common ancestor, ultimately showing where 
and when in the evolutionary tree of life these genes emerged. 
They then looked at the mutated genes in tumors from more 
than 9,000 patients, finding that the genes that help to regulate 
multicellular cooperation were often compromised. 

How do genes such as  TP53  spot cheating? They appear to 
function as information collectors about cellular activity. For 
example, signals about an increased number of mutations in a 
cell or heightened production of aberrant proteins flow to 
these genes from elsewhere in the cell and from other parts of 
the genome. Such signals most likely indicate that the cell is no 
longer cooperating properly with the multicellular body. And 
they trigger action by  TP53  and similar genes, which can halt 
the cell-replication cycle and initiate DNA repair. If these mea-
sures are insufficient, the genes induce cellular death to protect 
the organism from the potential threat that 
the cell might pose. 

The two copies of  TP53  in humans come 
from our parents: one from our mother, one 
from our father. If one of these copies of 
 TP53  becomes mutated itself, this leads to a 
much higher overall cancer risk over a per-
son’s lifetime. People who have a rare condi-
tion called Li-Fraumeni syndrome inherit 
just one copy of  TP53,  which leaves them 
extremely susceptible to cancer. 

Elephants, in contrast, have 40 copies of 
their version of  TP53 –it is called  EP53 —and 
several scientists, including myself, think 
this explains why the giant animals rarely get cancer. That 
absence of malignancy has been a long-standing oncological 
puzzle known as Peto’s paradox. In 1977 Richard Peto, an epide-
miologist at the University of Oxford, and his colleagues 
pointed out that larger (and longer-lived) organisms should get 
more cancer than smaller creatures because bigger ones have 
more cells and logically that should raise the chances of malig-
nant mutations. Yet cancer risk and body size do not track, he 
noted. In a study published in 2017 and in ongoing work, our 
research group has found that this paradox exists throughout 
the animal kingdom. We created a large database of zoo and 
veterinary pathology records and learned that species that are 
larger and longer-lived have essentially the same rates of can-
cer as species that are smaller and shorter-lived; our continu-
ing analysis has pointed to more instances of this pattern. 

To us, this suggests that large and long-lived organisms have 
particularly good mechanisms for suppressing cellular cheat-
ing, such as those extra copies of  EP53.  Evolutionary geneticists 
have compared elephant genomes with reconstructed genomes 
of several related species—the woolly mammoth, for one—and 
found that as animals in this lineage got bigger, they kept add-
ing more   copies of TP53-like genes. This repeated occurrence 
suggests that the genes played an important role in the evolu-
tion of large body size. Big bodies helped the elephants and 
their kin survive predators, and  the cancer-suppressor genes 
 helped the elephants survive cheating cells in those big bodies. 

This seems to be a pattern. Jumbo bodies have evolved many 
times in the history of life, both on the land and in the sea, and 
genes to check cheaters evolved with them. For instance, 

among cetaceans, the taxonomic group that includes dolphins 
and whales, a huge variation in body size exists. The humpback 
whale is approximately four times larger than the closely 
related common minke whale, and the orca whale can be 20 
times larger than the closely related bottlenose dolphin. And 
the numbers of genes in the cellular-cooperation police force go 
up with body size in this group. Members of our research team, 
looking closely at the genomes of humpback whales, found 
duplications of genes involved in the process of apoptosis, 
when cells recognize they can no longer function properly and 
essentially kill themselves. Smaller cetaceans do not have as 
many copies of these genes. In the big whales, our group also 
found evidence of evolutionary selection for a number of genes 
involved in cancer suppression, such as cell-cycle checkpoint 
genes, cell-signaling genes and genes involved in proliferation. 

One of these genes, called  PRDM2T,  regulates the expression of 

the cetacean version of  TP53,  which again shows the central 
role of that particular sequence of DNA. 

Stopping cheating cells is not an easy task, because, in an 
ironic twist, malignant cells that stop cooperating with normal 
cells can start to cooperate with one another. That makes 
things even worse for healthy cells. For example, cancer cells 
can produce growth factors for one another. They can also help 
shield their fellow cheaters by producing molecules that help 
malignant cells cloak themselves, making it harder for immune 
cells to detect them. My group’s computational models of cell 
populations in the body show that this kind of cancer coopera-
tion can evolve and is more likely to happen when cancer cells 
interact with their genetic clones, events that often occur in 
tumors. This cooperation among rule breakers may drive their 
ability to successfully metastasize and invade other tissues. 
Cancer cells can move as a group, using electrical and chemical 
signaling, sometimes forming a long line of cells that works its 
way into other parts of the body. One study found that groups 
of tumor cells in the bloodstream are 23 to 50 times more likely 
to successfully generate metastases compared with individual 
cancer cells in the blood. 

IMPROVING NATURAL DETECTION
cooperating cancer cells  do seem like the stuff of nightmares, 
but understanding the role of cooperation among cells does let 
us think about new ways of stopping the cheaters, even when 
they band together. It may be possible, for example, to 
strengthen our natural cheating-detection systems. Some 
members of our research center are currently working on 

Cooperating cancer cells seem 
like the stuff of nightmares, 
but understanding their roles 
lets us think about new ways 
to stop these cheaters. 
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developing cancer treatments using elephants’ abundant  EP53 
 genes. In test-tube experiments, they have already shown that 
splicing  EP53  into the genome can restore damaged p53 func-
tions in cells taken from human and dog osteosarcomas. The 
addition of  EP53  enhanced the usual apoptosis response that 
helps to protect the body from cancer cells. Treatments called 
immune system checkpoint blockades are another exciting 
area. These drugs block the ability of cancer cells to send mis-
leading signals to immune cells—signals that hide their escalat-
ing cheating behavior—and they have shown some success in 
treating cancers such as melanoma. 

Still another approach, called adaptive therapy, tries to 
weaken groups of cancerous cells by maintaining cells among 
them that are not so far gone. Instead of bombarding a tumor 
with heavy doses of chemotherapy—which ultimately favors 
the evolution of cells that resist the drugs, just as constantly 
spraying pesticides on crops leads to pesticide-resistant in -
sects—oncologists have been trying a more restrained ap -
proach. They employ only enough chemotherapy to keep the 
tumor small. Allowing drug-sensitive cells to survive and com-
pete for resources with drug-resistant cells can keep the latter 
population low. In early clinical trials with patients who had 
aggressive prostate cancer, this method kept tumors under 
control for at least 34 months, compared with the average for 
standard therapy of about 13 months. These tests are ongoing. 

And because cooperation among cheaters—a warped honor 
among thieves—seems to be an important strategy among cancer 
cells, my colleagues and I have proposed blocking the molecules 
these cheaters pass back and forth as they signal one another to 

grow or develop new blood vessels to supply tumors. It would 
make it harder for cancer cells to work together. Given the ability 
of groups of cells to invade and metastasize more effectively, 
interfering with molecules that cancer cells use to stick to one 
another could be another future direction for therapies. Patients 
who have higher levels of some of these sticky proteins called 
plak o glob ins have more metastases and lower survival rates, sug-
gesting that the proteins are targets worth investigating. 

The social lives of cancer cells within the body are much more 
complex than we could have anticipated. But our normal healthy 
cells are arguably even more sophisticated, and within them lie 
many weapons against cells gone rogue. We are not only bastions 
of cellular cooperation: each and every one of our cells contains 
within it a complex genetic network that can detect and respond 
to cheating. We are, after all, descended from a line of multicellu-
lar ancestors that suppressed cancer long enough to reproduce, 
and their offspring carried these traits onward. 

In the big picture of the evolution of life, cellular coopera-
tion has been wildly successful despite the persistence of cellu-
lar cheating. Cancer may break the body’s rules, but we—along 
with whales and all other forms of multicellular life on this 
planet, honed by billions of years of natural selection—hold the 
tools for restoring peaceful coexistence. 

F R O M O U R A R C H I V E S 

Darwin’s Cancer Fix.  James DeGregori and Robert Gatenby; August 2019. 
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MORE CELLS IN A BODY  should raise the odds of cancer, but giant humpback whales have multiple genes that suppress the disease.
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For 15 years the Mars Reconnaissance Orbiter  
has transformed our view of the Red Planet

By Clara Moskowitz 
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IMPACT:  During its 15 years in orbit around the Red Planet,  
the Mars Reconnaissance Orbiter witnessed hundreds of new  
craters that had just been blasted into existence. This eight- 
meter-wide impact crater was discovered by the spacecraft’s  
Context Camera in 2016—and it wasn’t there on an earlier pass  
in 2012. Mars gets hit by more asteroids than Earth does because  
its relatively thin atmosphere offers far less protection. 
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Mars, once thought to be a static, dusty land-
scape, is ever changing. It wasn’t until nasa’s 
Mars Reconnaissance Orbiter (MRO) showed 
up that we observed shifting dunes, seasons 
coming and going, and dust devils swirling 
across the planet. The spacecraft recently 
marked its 15th anniversary in orbit around 
our neighboring world, where it has used a 
suite of four science instruments and three 
cameras to catalogue a diverse array of geolog-
ic features. “Before we had never had enough 
resolution over a long-enough period to see 
changes on the surface,” says Richard Zurek, 
MRO’s project scientist at the Jet Propulsion 
Laboratory (JPL) in Pasadena, Calif. “Today we 
can see that Mars is dynamic.”

The orbiter, launched in 2005, has led to many discoveries 
about Mars’s atmosphere, its surface and, thanks to radar, even 
what is buried underneath, via a cumulative 400 terabits of data 
beamed back to Earth over the years. It has also served as a com-
munications satellite, relaying messages from the various land-
ers and rovers that have visited the Martian ground during its 
stay. After 15 years the spacecraft is still in good health and has 
enough fuel to keep going for another 15 years at least—as long 
as its instruments hold out. “Of course, things could break unex-
pectedly, just like an old car,” says MRO deputy project scien-
tist Leslie Tamppari of JPL. “But having that longevity can real-
ly deepen our understanding of Mars. There are things we can 
learn only by having a long baseline history of observations.” 

The spacecraft’s instruments have also exposed the beauty 
of Mars, revealing an alien world that bears surprising similar-
ities to our own. Like many of the great photographs by the Hub-
ble Space Telescope and other observatories, MRO’s images 
aren’t just science—they’re art. Zurek recalls when Alfred 
Mc Ewen, principal investigator of the High Resolution Imag-
ing Science Experiment (HiRISE), came to visit JPL: “The sec-
retary told him, ‘Go down the hallway, and when you come to 
the Impressionist painting, turn left.’ He went down the hall 
and saw that the Impressionist painting was actually a photo 
of Mars, taken by his camera.” 

Clara Moskowitz  is a senior editor at  Scientific American, 
 where she covers space and physics.
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AVALANCHE:  A cloud of debris hovers over a spot on 
Mars’s North Pole in this 2010 photo from the orbiter’s 
High Resolution Imaging Science Experiment (HiRISE). 
Most likely the aftermath of an avalanche, the scene 
shows a steep cliff made of layers of water ice topped 
with bright white carbon dioxide frost. Such vistas are 
common in this area every Martian spring, suggesting 
that the northern pole sees a recurring avalanche season 
when sunlight and heat break up the winter’s frost. 
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STRIPES AND WAVES:  Varied and gorgeous textures blanket 
Mars’s dusty surface. Large dunes ( 1 ) undulate over the 
Nectaris Montes slopes within the Coprates Chasma canyon. 
Narrow troughs along the dunes in Russell Crater ( 2 ) form 
when chunks of carbon dioxide ice slide down the steep 
faces of the dune. The dark channels seem to appear and 
rearrange with the seasons, creating different patterns each 
year the orbiter has photographed them. Lines of a different 
kind run down the slopes of a crater in the Arabia Terra 
region ( 3 ). These streaks form when dust cascades along the 
sides of the circular crater. 

2
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DUNES:  Resembling wrinkled satin,  
dune crests rise from the Martian floor. 
Scientists study the shapes of dunes to 
understand Red Planet geology. Some 
curved peaks here, for instance, look like 
so-called barchan dunes, which form 
when the wind blows steadily in a single 
direction—a feature common in Earth 
deserts as well as those on Mars. 

1 2
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F R O M O U R A R C H I V E S 

Mars in Motion.  Alfred S. McEwen; May 2013.
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DUST DEVILS:  A weather feature shared by Earth and Mars is the dust devil—a vertical column 
of dust spiraling upward around a pocket of lower air pressure. This one ( 1 ), captured by HiRISE 
in 2019, soars some 650 meters into the sky, as evidenced by the length of its shadow stretching 
off to the right. Dust devils carve meandering dark tracks ( 2 ) into the Martian surface when they 
pass over it by lifting away bright dust from the ground. 
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The Doctors Blackwell:  How Two 
Pioneering Sisters Brought Medicine to 
Women—and Women to Medicine
by Janice P. Nimura. W. W. Norton, 2021 ($27.95)

In the mid-19th century  the 
view of most male physicians 
was that women did not have 
the intellect or emotional forti-
tude to be their colleagues. 

Despite this skepticism, Elizabeth Blackwell was ac-
cepted by the Geneva Medical College in New York 
State and in 1849 became the first woman in Amer-
ica to obtain a medical degree. Writer Nimura uses 
an extensive collection of journal entries and letters 
to trace Blackwell’s trailblazing journey through 
medical school and her further training in the U.S. 
and abroad. Her younger sister, Emily, followed in 
her footsteps and became a doctor in 1854. In 1857 
the sisters established the New York Infirmary for 
Indigent Women and Children—the first hospital 
staffed by women and intended to offer both care 
for women and training for future women doctors. 

Fundamentals:  Ten Keys to Reality 
by Frank Wilczek. Penguin Press, 2021 ($26) 

To see the world  through the 
lens of physics we must be 

“born again,” physicist Wilczek 
writes—we have to lose our 
preconceptions and approach 

the universe with the same open-minded curiosity 
and acceptance as a baby first learning about her 
surroundings. In this overview of modern physics, 
Wilczek describes the known and the unknown—
what scientists have managed to learn about real-
ity and what they still struggle to explain. In 10 
chapters covering space, time, matter, energy and 
other basic concepts, he tells the stories behind 
the major players and turning points in the devel-
opment of physical knowledge. The result is a 
lucid and riveting narrative of the fundamentals—
what Wilczek calls “the central messages of mod-
ern physics,” which are not just facts about how 
the world works but also “the style of thought that 
allowed us to discover them.”  — Clara Moskowitz

When Brains Dream:  Exploring  
the Science and Mystery of Sleep 
by Antonio Zadra and Robert Stickgold.  
W. W. Norton, 2021 ($27.95) 

Dreams  feel significant while 
they are happening, but do 
they have any scientific rele-
vance? Sleep researchers 
Zadra and Stickgold propose 

their own framework for dreams’ purpose in the 
brain, detailing the history of dream research and 
lessons learned. Dreaming acts as a memory-pro-
cessing mechanism, they write, exploring images 
and thoughts weakly associated with moments 
from the previous day. Scientists have used com-
pelling methods to probe dreams’ inner workings: 
for example, dreamers can signal via eye move-
ments to observers while their dreams are in prog-
ress to help researchers measure the length of 
dream actions. The book wields dreamy anecdotes 
and complex neuroscience to try to grasp the im -
portance of these phantasms. — Sarah Lewin Frasier 

Many housebound quarantiners  have recently discovered a new—or renewed—interest in birds. Through windows overlooking gardens or  
fire escapes and in small parks or dense woods, birds occupy nearly every habitat on earth and are our constant, if sometimes unnoticed, compan-
ions. This welcoming compendium is part coffee-table book and part deep dive into the science of ornithology—the team of biologist-authors, 
edited by biology professor Williams, elucidates all things bird: from their evolution and anatomy to their social and migration patterns. Even casual 
bird-watchers will be drawn into the fascinating mechanisms of feather coloring of house finches ( Haemorhous mexicanus ) or the science that gives 
the bill of a helmet vanga ( Euryceros prevostii ) its unmistakable blue. 

What Is  
a Bird?   

An Exploration  
of Anatomy, 

Physiology, Behavior, 
and Ecology

edited by Tony D. Williams. 
Princeton University  

Press, 2020 ($35)

BALTIMORE ORIOLE prepares to take off.
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OBSERVATORY
KEEPING AN EYE ON SCIENCE

Naomi Oreskes  is a professor of the history of science  
at Harvard University. She is author of  Why Trust Science? 
 (Princeton University Press, 2019) and co-author  
of  Discerning Experts  (University of Chicago, 2019).

On January 31, 1958,  the U.S. put its first satellite into space. As 
the Jupiter C rocket carrying the satellite burned its way through 
the upper atmosphere, engineers at Cape Canaveral in Florida 
were “shouting, singing, cheering.” At the National Academy of 
Sciences, there was “hardly elbow room among the crowd on hand 
to hear that the first U.S. satellite, Explorer 1, was up.” 

But how did Americans feel about what followed? Many peo-
ple think that nasa’s programs of the late 1950s and 1960s were 
extremely popular, and it is often said that the Apollo program uni-
fied an otherwise disunified nation. In our current moment of 
national disunity, it is tempting to imagine a reinvigorated pro-
gram of space exploration bringing us back together. 

Sadly, however, space exploration has never been the national 
unifier that many people think. While scientists cheered Explor-
er 1, a good many would oppose the human spaceflight programs 
that followed, viewing them as expensive, dangerous and largely 
symbolic. Many military leaders also opposed human spaceflight, 

preferring to see resources focused on the crucial challenges of 
rocket propulsion and guidance, essential for the emerging inter-
continental ballistic missile (ICBM) program. 

Dwight Eisenhower, president at the time of Explorer 1, was a 
reluctant space warrior, rejecting the idea of a space race since 
“race” implied haste, which would likely lead to waste. Moreover, 
while it was often asserted that space superiority would translate 
into military superiority, Ike believed that the U.S. could be fully 
defended with existing nuclear weapons and conventional forces. 
In later years he would dismiss the Apollo program as a “stunt.” 

And then there was the cost. Under Presidents John F. Kenne-
dy and Lyndon B. Johnson, nasa’s budget skyrocketed—Apollo 
would be the largest peacetime expenditure in American history—
and Congress got increasingly uneasy. nasa’s 1964 budget was 
$5.1 billion; the 1965 budget was $5.3 billion. For Democrats want-
ing to expand spending on social problems and Republicans want-
ing to shrink the federal budget, these were disturbing numbers. 

They disturbed the American people, too. Throughout the 
1960s polls showed that a majority of Americans did not believe 
the Apollo program was worth the cost. But after Americans made 
it to the moon, most of the earlier skepticism was forgotten, and 
as Apollo receded into history people had an increasingly favor-
able view of it. According to one poll, in 1989, 77 percent of Amer-
icans thought the moon landing was worth the cost, in contrast 
to 1979, when only 47 percent felt that way. Perhaps it is the  idea 
 of space that unifies us, particularly when burnished by the glow 
of nostalgia. Or perhaps it is simply that nothing succeeds like 
success: after the lunar landing, Americans decided that it had 
been worth the price after all. 

nasa now plans to go again to the moon, with a goal of landing 
astronauts—among them at least one woman—near the lunar 
south pole in 2024, and once again the American people, includ-
ing many scientists, are skeptical of the value. Most Americans are 
pro-nasa and pro-space. A 2018 Pew Re  search poll found that 
80 percent think the space station has been a good investment, 
72 percent think it is essential for the U.S. to re  main a global lead-
er in space, and 65 percent say that should happen through nasa, 
not primarily through private companies. But only 18 percent think 
it should be a top priority to send humans to Mars, and only 13 per-
cent support sending humans to the moon. 

So what do Americans want nasa to do? The answer may come 
as a surprise: 63 percent say nasa should make monitoring glob-
al climate a top priority. If we include those who think it should 
be an important (but not top) priority, the percentage in  creases to 
a whopping 88 percent. The second-highest priority is looking for 
asteroids or other objects that might hit our planet. Many of us 
have been loath even to talk about climate change because it is 
seen as divisive—but one thing that seems to unify us is the belief 
that the most important thing we can do in space is to collect infor-
mation to protect ourselves and our one and only Earth. 

Can Exploring 
Space Unite Us? 
It might—but probably not in the way 
some people think  
By Naomi Oreskes 

JOIN THE CONVERSATION ONLINE 
Visit Scientific American on Facebook and Twitter  
or send a letter to the editor: editors@sciam.com

Illustration by Jay Bendt

© 2020 Scientific American

http://www.ScientificAmerican.com
https://press.princeton.edu/books/hardcover/9780691179001/why-trust-science
https://press.uchicago.edu/ucp/books/book/chicago/D/bo33765378.html
http://www.editors@sciam.com


78 Scientific American, January 2021

50, 100 & 150 YEARS AGO 
INNOVATION AND DISCOVERY AS CHRONICLED IN Scientific AmericAn
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1971 Antievolution 
Evolves 

“In recent months the teaching 
of evolution has come under 
attack in a number of states. The 
revival of fundamentalism in biol-
ogy takes a somewhat new form: 
the emphasis is on opposition to 
current theories of the origin of 
life and the diversity of species not 
by theologians but by scientists. 
The movement is led by the Cre-
ation Research Society, whose 
members have appeared before 
state boards of education and text-
book committees in California, 
Texas, Arkansas and Tennessee. 
The society’s credo says that it is 
‘committed to full belief in the Bib-
lical record of creation and early 
history’ and that its goal is ‘the 
realignment of science based on 
theistic creation concepts.’ ”

Joy of Pulsars 
“The origin of the energy input to 
the Crab Nebula had been a puzzle 
that had long defied attempts at 
solution. Among the various possi-
bilities considered, John Archibald 
Wheeler at Princeton in 1966 and 
Franco Pacini at Cornell in 1967 
had independently put forward the 
apparently far-fetched idea that a 
rotating neutron star might be the 
energy source. Now, after the fact, 
it is possible to use the observa-
tions of the Crab Nebula and its 
pulsar (NP0531) to invert the prob-
lem and show that if the pulsar is 
a rotating star, it must have the 
mass and radius of a neutron star. 
In other words, even without the 
theory developed over the past 40 
years, it is possible to assert that 
stars of approximately one solar 
mass and radii on the order of 
10 kilometers must exist since the 
pulsar in the Crab Nebula is such 
a star. —Jeremiah P. Ostriker” 

1921 Truck Transport 
“This is the era of the 

motor truck. Yesterday it was the 
railroad; before that it was the 

1871 Thomas Henry 
Huxley 

“Although Dr. Huxley is profoundly 
learned in natural history, he has 
also found time for general liter-
ary culture, and is fond of poetry, 
fiction, and fine writing. It is this 
wide culture that gives him such 
power in his controversial writ-
ings. He seems to like nothing bet-
ter than a regular set-to with some 
members of the old-school scien-
tists, and he has sometimes been 
accused of exhibiting a pugna-
cious and acrimonious spirit. 
On one occasion Samuel Wilber-
force, Bishop of Oxford, blandly 
asked him in the presence of a 
large audience: ‘Is the learned 
gentleman really willing to have 
it go forth to the world that he 
believes himself to be descended 
from a monkey?’ Professor Huxley 
rose and replied in his quiet  
manner, ‘Whether I should be 
de scend ed from a re  spect able 
monkey, or from a bishop of the  
English church, who can put his 
brains to no better use than to  
ridicule science and misrepresent 
its cultivators, I would certainly 
choose the monkey!’ ” 

Camels in Nevada 
“On a ranch on the Carson river  
is to be seen a herd of twenty-six 
camels, all but two of which were 
born and raised in this State. The 
camel may now be said to be accli-
mated to Nevada. The ranch upon 
which they are kept is sandy and 
sterile in the extreme, yet the ani-
mals feast and grow fat on such 
prickly shrubs and bitter weeds 
as no other animal would touch. 
When left to themselves, their 
great delight, after filling them-
selves with the coarse herbage 
of  the desert, is to lie and roll in 
the hot sand. They are used in 
packing salt to the mills on the 
river, from the marshes lying in 
the deserts, some sixty miles to 
the eastward. Some of the animals 
easily pack 1,100 pounds.” 

stage coach; and still further back 
it was the canal. The motor truck, 
and by that we mean modern 
highway transportation, has come 
into its own. It has defined its field 
of service and established itself 
therein. In the field of short-haul 
transportation, the motor truck is 
the last word in efficiency. The use 
of the motor truck, both in the 
handling of passengers and freight, 
is entirely an economic proposi-
tion for the benefit, according to 
the leading motor truck authori-
ties, of the country at large. If that 
is so, there is no justification for 
limiting by legislation the use 
of  the highway by that vehicle.” 

Connecting Coast to Coast
“The Longest Land Line in the 
United States was recently opened 
to the public by the Western Union 
Telegraph Company, giving direct 
communication between New York 
and Seattle. Four messages simul-
taneously each way can be sent 
over the single copper strand.” 

1971

1921

1921: Loading and unloading machinery keeps the truck 
a productive link in the transportation system.
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1871
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GRAPHIC SCIENCE
Text by Mark Fischetti | Graphic by Jen Christiansen

Cholesterol 
Trades 
Places 

Blood levels drop  
in the West but climb  

in Asia and Africa 

Cardiovascular risk  from the accumulation 
of “bad” cholesterol in blood vessels is shift-
ing from high-income Western countries, 
especially those in Europe, to low- and mid-
dle-income countries, particularly in East 
and Southeast Asia. A meta-analysis of 1,127 
studies comprising 102.6 million people 
worldwide shows a significant drop in bad 
cholesterol from 1980 to 2018 in countries 
such as Finland, Belgium and the U.S. and a 
strong rise in Thailand, Malaysia, Nigeria 
and Malawi. Two major factors in high-
income populations are less consumption of 
saturated fats and widespread use of lipid-
lowering medications, notably statins, says 
study co-leader Majid Ezzati of Imperial Col-
lege London. In lower-income populations, 
eating saturated fats is rising, and statins 
are not common. Researchers had limited 
evidence about an emerging shift a decade 
ago, but Ezzati is surprised to see “just how 
far it has gone.” 
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Largest drops (dotted)

Levels in 200 countries for men and 
women,* which usually track closely. 

Largest increases (dashed)

More deaths in 
2017 than in 1990

Fewer deaths in
2017 than in 1990

Bad 
Cholesterol 

Levels

Deaths from 
Heart Disease and 

Stroke Linked to High 
Non-HDL Cholesterol 

(percent change) 

Data  not available

–19%

+201%

+175%

+141%

–22%

–49%

+47%
+89%

–38%
+37%

+24%
–38%
–52%

–68%

–69%

+402%

+734%

+407%

Good and Bad 
“Bad” cholesterol—low-density lipoprotein, or LDL— 
can build up inside blood vessel walls, narrowing arteries 
and raising the chance of stroke or heart attack.  
“Good” cholesterol—high-density lipoprotein, or HDL—
can remove LDL as well as other minor forms of bad 
cholesterol. Isolating LDL in studies is difficult,  
so researchers typically assess HDL and non-HDL  
as the telltale factors.

Opposite Directions
Big drops in deaths occurred across European 
countries and the U.S., as well as Canada and 
Australia ( not shown ). Sharp rises took place  
in many nations in East and Southeast Asia as  
well as in East and West Africa. 

*Data are available for men and women only. Nonbinary categories were not included.
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